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ABSTRACT

We considered a non-linear predator–prey model with an Allee effect on both populations on a two spatial dimension reaction-diffusion
setup. Special importance to predator mortality was given as it may be often controlled through human-made harvesting processes. The local
dynamics of the model was studied through boundedness, equilibrium, and stability analysis. An extensive numerical stability analysis was
performed and found that bi-stability is not possible for the non-spatial model. By analyzing the spatial model, we found the condition for
successful invasion and the persistence region of the species based on the predator Allee effect and its mortality parameter. Four different
dynamics in this region of the parameter space are mainly explored. First, the Allee effect on both populations leads to various new types of
species spread. Second, for a high value of per-capita growth rate, two completely new spreads (e.g., sun surface, colonial) have been found
depending on the Allee effect parameter. Third, the Allee coefficient on the predator population leads to spatiotemporal chaos via a patchy
spread for both linear and quadratic mortality rates. Finally, a more rigorous analysis is performed to study the chaotic nature of the system
within the whole persistence domain. We have studied the possibility of chaos through temporal variation in different invasion regions.
Furthermore, the chaotic fluctuation is studied through the sensitivity of initial conditions and by investigating the dominant Lyapunov
exponent value.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0035566

The present paper deals with the invasive dynamics of a spatial
predator–prey model with an Allee effect on both populations. In
particular, there is a strong Allee effect on the prey population
and a weak Allee effect on the predator population, as plenty of
ecological evidence supports the existence of these phenomena.
Empirical evidence of the Allee effect has been reported in many
natural populations, including plants, insects, marine inverte-
brates, birds, and mammals. We have given a special emphasis on
predator mortality as it is often controlled through human-made
harvesting activities. Most agricultural pest-control strategies
describe the eradication of invasive species, where eradication
refers to the total elimination of a species from a geographi-
cal area. Eradication of some species is often done by manual
removal of plants, spraying of pesticides, or by some other mech-
anisms, as it is already an established fact that one of the processes

that can cause the extinction of low-density populations is the
Allee effect, and the population that we are trying to eradicate
may have a critical threshold below which they will be eventually
extinct (strong Allee effect). This also may provide some econom-
ically feasible solutions for management actions in pest control
as complete eradication may not often be feasible. Therefore, it
is important to study the invasive dynamics when the prey, as
well as the predator population, is also subject to the Allee effect.
The proposed model is highly non-linear and has the potential
to explain the natural system from a new perspective. In the first
phase, we have studied the non-spatial model as it is the ini-
tial step to explore the complexity of the model. The positivity,
boundedness, and local stability have been studied analytically as
well as numerically. We observed that it is possible to find two
interior equilibria for the model, although the numerical stability

Chaos 31, 033150 (2021); doi: 10.1063/5.0035566 31, 033150-1

Published under license by AIP Publishing.

https://aip.scitation.org/journal/cha
https://doi.org/10.1063/5.0035566
https://doi.org/10.1063/5.0035566
https://www.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0035566
http://crossmark.crossref.org/dialog/?doi=10.1063/5.0035566&domain=pdf&date_stamp=2021-03-25
http://orcid.org/0000-0001-8783-6254
http://orcid.org/0000-0002-7124-2213
http://orcid.org/0000-0002-5172-2412
mailto:tridipiitk@gmail.com
https://doi.org/10.1063/5.0035566


Chaos ARTICLE scitation.org/journal/cha

analysis result shows that bi-stability is not possible. We have
drawn persistence regions for the species using the long-term
dynamics of the reaction-diffusion model. The respective numeri-
cal techniques have been discussed in this paper. The study mainly
concentrated on these regions, and based on various parts of the
persistence region, we have addressed four ecological issues. (i)
Spatial spread: the previous study based on the Allee effect on the
prey population reveals mainly three kinds of spreading scenar-
ios: circular wavefront, ring front, and patchy spread. However,
in the presence of the Allee effect on both populations, we have
found five types of spreading: circular wavefront, ring front, dou-
ble ring front that ultimately breaks into a patchy spread after a
certain time, sun surface spread, and patchy spread behind a thick
ring front. (ii) The spatial spread in the presence of quadratic
mortality: The invasion dynamics concerning quadratic mortality
leads to a special type of colonial pattern with three holes sur-
rounded by species density. This spread is completely new and
has not been reported before. (iii) The Allee effect leads to a dou-
ble ring wavefront and ultimately exhibits spatiotemporal chaos.
Also, spatiotemporal chaos via patchy spread for both linear and
quadratic mortality rates were observed. (iv) A more rigorous
analysis has been performed to study the chaotic nature of the
system within the whole persistence region. We have studied
the possibility of chaos through temporal variation in different
invasion regions. Furthermore, chaotic fluctuation was studied
through the sensitivity of initial conditions and by the dominant
Lyapunov exponent value.

I. INTRODUCTION

Biological invasion is an important field of study that attracts
considerable attention from both theoretical and field ecologists.1–4

There is ample evidence that exotic species can cause serious eco-
logical and economic harm.5 Invasive species eat, compete, and
hybridize with local species often to the detriment of the natives.
Invasion can result in the loss of native species and the loss of
ecosystem services such as water filtration, soil stabilization, and pest
control. Invasive species log waterways, impede navigation, destroy
homes, and kill livestock and fisheries.5 A recent study was per-
formed based on the control of invasive species using the optimal
control theory technique.6

In general, most agricultural pests are non-indigenous, and
many human diseases can be classified as non-native.7 Non-
indigenous species must pass through at least three stages before
they can inflict ecological or economic harm (see Fig. 1).3 All non-
native species originally began as individuals that were picked up
from their native range, transported to a new area, and released
into the wild (see Transport, Fig. 1). These individuals must then
establish a self-sustaining population within their new non-native
range or else the population dies out (see Establishment, Fig. 1). An
established non-native population may then grow in abundance and
expand its geographic range or else may remain small in numbers
and local in distribution (see Spread, Fig. 1). Typically, it is only
when the non-native population is widespread and abundant that
it will cause some sort of ecological or economic harm and thus earn
the name “invasive.”

FIG. 1. Invasion process model depicting the discrete stages an invasive species
passes through as well as alternative outcomes at each stage.

There are quite a few theoretical approaches that have been
developed in this area of study, and considerable progress has been
made during the last two decades.8–13 Mathematically, these mod-
els are described by reaction-diffusion equations whose properties
depend on the type of population growth function. Most of the
early studies assumed logistic equations on population growth; how-
ever, in recent times, modification of the growth equations has been
observed to include the impact of the Allee effect,14,15 because the
Allee effect was shown to affect virtually all aspects of species inter-
actions in space and time.16–18 The Allee effect is a density-mediated
drop in a population’s intrinsic growth rate at low densities.16,19 In
many cases, this reduction may lead to the existence of a critical
density or size below which the population growth rate becomes
negative, known as the “strong” Allee effect.

Empirical evidence of the Allee effect has been reported in
many natural populations, including plants,20 insects,21 marine
invertebrates,22 birds, and mammals.23 Theoretical studies predict
that Allee effects in an invader can cause longer lag times, slower
spread, and decreased probability of establishment.24 Under some
circumstances, Allee effects can cause different spatial distributions,
including a halt to range over expansion, and in an invasive species,
it may affect optimal control strategies and costs. The research
of phytoplankton and zooplankton total biomass shows that the
Allee effect can lead to chaotic temporal oscillation even when
the species spatial distribution is pretty regular.25 In the work by
Alharbi and Petrovskii,26 considered a reaction-diffusion model with
a modification based on the effect of dispersal corridors and step-
ping stones. They concluded that the Allee effect, stepping stone
size, and location play a vital role in the species establishment.
Recently, the impact of the Allee effect on species invasion has been
studied by many researchers. Kohnke and Malchow27 considered
a two-species model with the strong Allee effect on both the pop-
ulations and studied the impact of an infectious disease through
analytical and numerical techniques. They concluded that depend-
ing on the impact of competition, the model dynamics either slow
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FIG. 2. Persistence region for γ = 3, α1 = 0.2 has been drawn in (a) and (b), and the region for γ = 4.5, α1 = 0.2 has been drawn in (c) and (d). The green region is the
persistence for only the prey population, the red region is for the extinction of both species, and the blue region is for the persistence of both species.

down the invasion front or exhibit various complex phenomena like
coexistence, oscillation, and spatiotemporal chaos. McDermott and
Finnoff28 studied the spread of invasive species with the Allee effect
from a completely different point of view. The authors incorporated
human interference in their study and discussed its importance on
species invasion. In the paper by Manna and Banerjee,29 they stud-
ied a two species reaction-diffusion model with the additive Allee
effect on the prey population. They explored various stationary,
non-stationary, and invasive patterns and revealed that the strong
Allee effect plays a significant role in species invasion.

Existing research on the Allee effect in invasive population
dynamics mainly emphasizes the scenario when the prey population

is subject to the Allee effect. There are some instances that predators
can also affect the prey in a positive way. Positive effects of predators
on preys can take on many forms, including the ability of preda-
tors to mineralize nutrients, which limit prey or prey resources, to
“transport” prey to places where intra-specific prey competition is
lower (e.g., granivore dispersing seeds) or to alter prey behavior.30

Mathematical modeling reveal that predators could experience the
Allee effect through such kind of positive effect. In addition, also
many predators are considered K-strategists, and it is easier for them
to experience the Allee effect.31–33 For instance, most agricultural
pest-control strategies describe the eradication of invasive species,
where eradication refers to the total elimination of a species from
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a geographical area. Eradication of some species is often done by
manual removal of plants, spraying of pesticides, or some other
mechanisms. As we have already mentioned, one of the processes
that can cause the extinction of low-density populations is the Allee
effect, and the population that we are trying to eradicate may have
a critical threshold below which they will be eventually extinct (the
strong Allee effect). This also may provide some economically feasi-
ble solutions for management actions in pest control as complete
eradication may not be possible repeatedly.18,34 Considering these
evidences, it is important to study the invasive dynamics when the
predator population is also subject to the Allee effect.35

In this paper, we consider a two-dimensional reaction-
diffusion model for studying various invasion scenarios when both
prey and predator populations are subject to the Allee effect. Specif-
ically, in the mathematical model we considered, the prey growth
is damped by the strong Allee effect and predator growth is domi-
nated by the weak Allee effect due to difficulties in finding mates at
low density. In particular, the following issues are considered:

1. How does the Allee threshold affect the persistence of the
species/populations?

2. The difference in the type of spread when the Allee effect is
present in both prey and predator populations compare to the
scenario when only the prey population is subject to the Allee
effect.24

3. Invasion dynamics with quadratic mortality (density-dependent
per-capita mortality rate) of the predator and its comparison
with the case when linear mortality of the predator is consid-
ered.

4. Changes in the invasion regimes for different values of Allee
coefficients of the predator. Is there any spatial chaos or spa-
tiotemporal chaos?

5. Study the chaotic nature of different invasion regimes.

The different sections of the paper are organized as follows:
In Sec. II, we present the formulations of the mathematical model.
In Sec. III, we study some preliminary analyses of our model such
as local dynamics and stability of the system. Invasion thresholds
for interacting species are discussed in Sec. IV. In Sec. V, we study
various invasion regimes that depend on the mortality rate of the
predator population. Section VI deals with the existence of chaos
in different invasion regimes. Finally, we discuss our results and
conclude our findings in Sec. VII.

II. MATHEMATICAL MODEL

We consider a 2D predator–prey interaction in a homogeneous
environment described by a reaction-diffusion system,36–39

∂H

∂T
= D1

(
∂2H

∂X2
+
∂2H

∂Y2

)
+ F (H)− f (H, P),

∂P

∂T
= D2

(
∂2P

∂X2
+
∂2P

∂Y2

)
+ g (H, P)− MPn.

(1)

Here, H = H(X, Y, T) and P = P(X, Y, T) are densities of the prey
and the predator, respectively, at moment T and position (X, Y). The
function F(H) represents the intrinsic growth rate of the prey that is

damped by the strong Allee effect. The form f(H, P) describes pre-
dation and g(H, P) is predator growth, which is affected by the Allee
effect due to difficulty in finding a mate, and the term MPn stands for
predator mortality, where we consider n either 1 (density indepen-
dent) or 2 (density dependent). D1 and D2 are diffusion coefficients
of the prey and the predator, respectively. We assume the predation
term to be governed by a Holling type-I functional response (linear
mass action law) and is described as follows:

f(H, P) = HP. (2)

We assume that the prey population is subject to the strong Allee
effect that can be described by the following term:14

F(H) =

(
4ω

(K − H0)
2

)
H (H − H0) (K − H), (3)

where K is the prey carrying capacity, ω is the maximum per capita
growth rate, and H0 quantifies the intensity of the Allee effect, and
therefore, it is called “strong” if 0 < H0 < K, i.e., the growth rate
becomes negative for H < H0, and “weak” if −K < H0 ≤ 0.9,10 For
H0 ≤ −K, the Allee effect disappears.14

We assume that the predator growth rate is damped by the
weak Allee effect, which can be parameterized as follows:18,33

g(H, P) = βHP

(
P

P + A

)
, (4)

where P
P+A

is the term for the Allee effect and A > 0 can be defined as
“Allee effect coefficients.” The larger the A is, the stronger the Allee
effect will be, and the slower the per capita growth rate of the preda-
tor, i.e., per capita growth rate of the predator population is reduced
from βH to βH

(
P

P+A

)
, in particular, at low density of the predator.33

For example, many predators can be regarded as K-strategists, and
it may be easier for them to exhibit an Allee effect.32

Equation (1) contains a large number of parameters, which
makes a numerical investigation very difficult. However, by choos-
ing appropriate scales for the variables, the number of parame-
ters can be reduced. Considering dimensionless variables u = H

K
,

v = P
βK

, t = aT, x =
(

a
D1

)1/2
X, y =

(
a

D1

)1/2
Y, and a = βK,38 we

arrived at the following system:

∂u

∂t
=

(
∂2u

∂x2
+
∂2u

∂y2

)
+ γ u (u − α1) (1 − u)− uv,

∂v

∂t
= ρd

(
∂2v

∂x2
+
∂2v

∂y2

)
+

uv2

v + α
− δvn,

(5)

where dimensionless parameters are as follows: α = A
βK

, α1 =
H0
K

,

δ = M
a

, γ = 4ω

a
(
1−

H0
K

)2 , and ρd =
D2
D1

. Thus, the behavior of u and v

depend on five dimensionless combinations of the original parame-
ters rather than each of them separately. Biological invasion usually
starts when the number of individuals of an exotic species is locally
brought into a given ecosystem; thus, a relevant initial distribu-
tion should be considered in a finite domain.24 We consider initial
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conditions of Eq. (5) in the following form:

u
(
x, y, 0

)
= u0, for

(
x − x1

R1

)2

+

(
y − y1

R1

)2

≤ 1,

= 0, otherwise

(6)

v
(
x, y, 0

)
= v0, for

(
x − x2

R2

)2

+

(
y − y2

R2

)2

≤ 1,

= 0, otherwise

(7)

where u0 and v0 are initial population densities and R1 and R2

are radii of the initial invaded area. Initial conditions (6) and (7)
also correspond to the problem of biological control; soon after the
introduction of an exotic species, a predator species is introduced
intentionally in an attempt to slow down or stop its spread.10,40

Equation (5) with the initial conditions (6) and (7) is solved in
the domain −L < x < L and −L < y < L using a fully implicit finite
difference method.41–44 The steps of the numerical mesh were cho-
sen as 1x = 1 and 1t = 1. The zero-flux boundary condition was
used at the boundaries, and the radius L is chosen large enough in
order to make the impact of the boundaries as small as possible dur-
ing the simulation time. We have taken R2

1 = 30, R2
2 = 25, 2L = 200,

and x1 = 100, y1 = 101, x2 = 95, y2 = 95, u0 = 1, and v0 = 0.6. A
detailed description of the parameters and the spatiotemporal model
solving the numerical protocol is presented in Table I. However,

before going to any further investigation of the above spatial model,
we will first study the non-spatial dynamics of system (5).

III. MODEL ANALYSIS

A. Local dynamics

In this section, we will briefly discuss the local dynamics of
model (5) without diffusion. The non-spatial version of model (5)
is

du

dt
= γ u (u − α1) (1 − u)− uv,

dv

dt
=

uv2

v + α
− δvn.

(8)

Lemma III.1. Every solution for model (8) exists in the inter-
val [0, ∞) with u(t), v(t) > 0, for all t ≥ 0.

Proof. As γ u (u − α1) (1 − u)− uv and uv2

v+α
− δvn are com-

pletely continuous and locally Lipschitzian on C1(R2
+), the solution

[u(t), v(t)] for model (8) exists and is unique on (0, ξ), where
0 < ξ ≤ ∞.45 So from system (8), we have

u(t) = u(0) exp

[∫ t

0

γ (u(z)− α1) (1 − u(z)) dz −

∫ t

0

v(z) dz

]
≥ 0

TABLE I. Description and values of parameters used to solve the model (8) with initial conditions (6) and (7). The model is solved in the domain of length 2L. The zero flux

boundary conditions are used at the boundaries. The model solving the numerical protocol and the simulation method is also described at the last row of the table.

Parameters Description

ω Per capita growth rate of prey
K Prey carrying capacity
H0 Prey Allee effect coefficient
β Per capita growth rate of predator
A Predator Allee effect coefficient
D1 Prey diffusion coefficient
D2 Predator diffusion coefficient
M Predator mortality rate

Parameters for simulation Value Reference
α Dimensionless parameter [0, 0.6]
α1 Dimensionless parameter 0.2 35
δ Dimensionless parameter [0.1, 0.6]
γ Dimensionless parameter 3 24
ρd Dimensionless parameter 1 24
(x1, y1) Center of initial invaded area of prey (100, 101)
(x2, y2) Center of initial invaded area of predator (95, 95)
R2

1 Square of radius of initial invaded area of prey 30
R2

2 Square of radius of initial invaded area of predator 25
2L Length of the square boundary 200
u0 Initial prey population density 1
v0 Initial predator population density 0.6
n Type of predator mortality 1, 2
Numerical protocol Simulation method Reference
Fully implicit finite difference method Multigrid solver 41–44
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and

v(t) = v(0) exp

[∫ t

0

u(z)v(z)

v(z)+ α
dz − δ

∫ t

0

v(z)n−1 dz

]
≥ 0.

Therefore, it completes the proof. �

Lemma III.2. All the solutions for model (8) are uniformly
bounded in R

2
+.

Proof. We define w = u + v.
Calculating the time derivative of w along the solution to (8),

we obtain

dw

dt
=

du

dt
+

dv

dt
⇒

dw

dt
≤ γ u (u − α1) (1 − u)− uv +

uv2

v + α
− δvn

≤ γ u (u − α1) (1 − u)− δvn ⇒
dw

dt

≤ γ u (1 − u)− δvn for α1 ∈ (0, 1),

i.e., the strong Allee effect.
It implies, dw

dt
+ ηw ≤ u (γ + η − γ u)+ ηv − δvn.

For linear mortality, i.e., n = 1, dw
dt

+ ηw ≤ u (γ + η − γ u)+

(η − δ)v ≤ l, where η < δ and l =
(γ+η)2

4γ
.

Therefore, 0 < w ≤ e−ηt(w(0)− l
η
)+ l

η
.

As t → ∞, w(t) → l
η
, i.e., w(t) ≤ l

η
, since supt→∞ w(t) = l

η
.

Again, for quadratic mortality, i.e., n = 2, dw
dt

+ ηw

≤ u (γ + η − γ u)+ ηv − δv2 ≤ l + m, where l =
(γ+η)2

4γ
and

m =
η2

4δ
.

Therefore, 0 < w ≤ e−ηt(w(0)− l+m
η
)+ l+m

η
.

As t → ∞, w(t) → l+m
η

, i.e., w(t) ≤ l+m
η

, since supt→∞ w(t) =

l+m
η

.

So the non-spatial system (8) is uniformly bounded for both
linear and quadratic mortalities. �

Model (8) with linear mortality rates (i.e., n = 1) has equilib-
rium points E0(0, 0), E1(α1, 0), E2(1, 0), and E∗(u∗, v∗), where v∗ =
αδ

u∗−δ
and u∗ are the positive roots of the equation γ (u − α1)(u −

δ)(1 − u)− αδ = 0. The interior equilibrium exists if max{α1, δ} <
u∗ < 1.

Model (8) with quadratic mortality rates (i.e., n = 2) has
equilibrium points E0(0, 0), E1(α1, 0), E2(1, 0), and E∗(u∗, v∗),
where v∗ = u∗

δ
− α and u∗ are the positive roots of the equation

γ δ(u − α1)(1 − u)− (u − αδ) = 0. The interior equilibrium exists
if max{α1,αδ} < u∗ < 1.

For both linear and quadratic mortality rates, the expression for
equilibrium shows that it is possible for double interior equilibrium.
Now we will try to explore for any possible bi-stability phenom-
ena. Moreover, as our focus of this paper is to study the impact of
the Allee effect and mortality on the population, so we will analyt-
ically study the interior equilibrium E∗(u∗, v∗) for both linear and
quadratic mortality cases as it contains both Allee and mortality
parameters.

Lemma III.3. System (8) around E∗(u∗, v∗) is locally asymp-
totically stable for both linear and quadratic mortality cases if
tr(J(E∗)) < 0 and det(J(E∗)) > 0, where J(E∗) =

(
J11 J12
J21 J22

)
and J11, J12,

J21, J22 are given in Eq. (9).

Proof. The Jacobian matrix J(E∗) is

J(E∗) =

(
γ u∗(1 + α1 − 2u∗) −u∗

v∗2

v∗+α
δ(1 − n)v∗n−1 + αu∗v∗

(v∗+α)2

)

=

(
J11 J12

J21 J22

)
.

Here,

J11 = γ u∗(1 + α1 − 2u∗),

J12 = −u∗,

J21 =
v∗2

v∗ + α
,

J22 = δ(1 − n)v∗n−1
+

αu∗v∗

(v∗ + α)2
.

(9)

The corresponding characteristic equation is λ2 − tr(J(E∗))λ+

det(J(E∗)) = 0 of the Jacobian matrix J(E∗). Now by the Routh–
Hurwitz criteria, the equilibrium E∗ is locally asymptotically stable
if tr(J(E∗)) < 0 and det(J(E∗)) > 0. �

We analytically performed the stability analysis of the inte-
rior equilibrium E∗ and numerically explored the nature of the
roots of the characteristic equation to determine different stabili-
ties or instabilities of the equilibrium. A detailed numerical result
in terms of stability is shown in Table II. We also have drawn several
phase portrait (with vector field) illustrations. Various possibilities
of equilibrium and their states are discussed for both the linear
and quadratic mortality cases. In Fig. 3(f), the linear mortality rate
(i.e., n = 1) was taken, and fixed parameters are α = 0.3, α1 = 0.2,
γ = 3, and δ = 0.46. We found the equilibrium points E0(0, 0) as
a nodal sink, E1(0.2, 0) as a saddle, and E2(1, 0) as a nodal sink.
We have also added the vector field in Fig. 3(f) to understand the
flow around the equilibrium point. Similarly, we vary other param-
eters and perform the numerical stability analysis of model (8).
The results are pointed out in Table II with corresponding figures
[Figs. 5(g)–5(h), 7(g), 8(g), 9(g), and 10(g)]. It has been observed that
there is no evidence of bi-stability phenomena for the non-spatial
model. From Table II, it is clear that bi-stability cannot be possi-
ble for system (8) as one interior equilibrium is always unstable.
However, when space is taken into account, the dynamics of sys-
tem (8) becomes essentially different. Here, we have discussed the
impact of the predator Allee effect and mortality simultaneously on
the persistence and extinction of the species.

B. Stability

In this section, we will analyze the stability of the interior equi-
librium (u∗, v∗) for the spatial model (5). Model (5) can be rewritten
as

∂W

∂t
= H(W)+ D∇2W, (x, y) ∈ �, t > 0,

∂W

∂n
= 0, (x, y) ∈ ∂�, t > 0,

W(x, y, 0) =
(
u0(x, y), v0(x, y)

)T
, (x, y) ∈ �,

(10)

where W = (u, v)T, D = diag(1, ρd), H(W) = [γ u (u − α1) (1 − u)

− uv, uv2

v+α
− δvn]T, u0(x, y) = u(x, y, 0), and v0(x, y) = v(x, y, 0).
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TABLE II. Numerical stability analysis of model (8) for different sets of parameter values as described in the corresponding figures. N.A. stands for the equilibrium points where

linear stability analysis is not applicable.

Equilibrium Mortality Dynamics Figure

E0(0, 0), E1(0.2, 0), E0:Nodal sink, E1:Saddle
E2(1, 0) Linear E2:Nodal sink 3(f)
E0(0, 0), E1(0.2, 0), E0:Nodal sink, E1:Saddle
E2(1, 0), E∗

1(0.491 05, 0.444 39) Linear E2:Nodal sink, E∗
1 : Spiral source 5(g)

E∗
2(0.988 98, 0.026 088) E∗

2 : Saddle
E0(0, 0), E1(0.2, 0), E0:N.A., E1:N.A.
E2(1, 0), E∗

1(0.475 36, 0.4334) Quadratic E2:Nodal sink, 5(h)
E∗

1 : Spiral source
E0(0, 0), E1(0.2, 0), E0:Nodal sink, E1:Saddle
E2(1, 0), E∗

1(0.516 21, 0.688 41) Linear E2:Nodal sink, E∗
1 : Spiral source 7(g)

E∗
2(0.957 96, 0.143 38) E∗

2 : Saddle
E0(0, 0), E1(0.2, 0), E0:Nodal sink, E1:Saddle
E2(1, 0), E∗

1(0.432 34, 0.593 51) Linear E2:Nodal sink, E∗
1 : Spiral source 8(g)

E∗
2(0.982 86, 0.060 37) E∗

2 : Saddle
E0(0, 0), E1(0.2, 0), E0:Nodal sink, E1:Saddle
E2(1, 0), E∗

1(0.535 64, 0.701 36) Linear E2:Nodal sink, E∗
1 : Spiral source 9(g)

E∗
2(0.985 43, 0.0515) E∗

2 : Saddle
E0(0, 0), E1(0.2, 0), E0:N.A., E1:N.A.
E2(1, 0), E∗

1(0.239 69, 0.135 81) Quadratic E2:Saddle, E∗
1 : Saddle 10(g)

E∗
2(0.556 27, 0.711 39) E∗

2 : Spiral sink

Let 0 = µ0 < µ1 < µ2 < · · · be the eigenvalues of the opera-
tor −∇2 on � with the zero-flux boundary conditions and
E(µi) be the eigenspace corresponding to µi in C1(�). Let X =

{W ∈ [C1(�)]
2
| ∂W
∂n

= 0 on ∂�}, {φij|j = 1, . . . , dim E(µi)} be an
orthonormal basis of E(µi), and Xij = {ξφij|ξ ∈ R

2}, then X =⊕∞

i=1Xi, where Xi =
⊕dim E(µi)

i=1 Xij.

Theorem III.4. If the relations α

(v∗+α)2
< 1

u∗v∗ [2γ u∗2 + δ(n −

1)v∗n−1 − γ (1 + α1)u
∗] and γ u∗[1 + α1 − 2u∗][1 − n + α

v∗+α
] +

v∗ > 0 satisfy with the first eigenvalue µ1 subject to the zero-flux
boundary conditions satisfies µ1 > max{0, [γ u∗(1 + α1 − 2u∗)] +

[δ(1 − n)v∗n−1 + αu∗v∗

(v∗+α)2
]/ρd}, then the interior equilibrium

E∗(u∗, v∗) of model (5) is uniformly asymptotically stable.
Proof. Let 81 = D∇2 + JE∗ . The linearization of (5) at the

equilibrium E∗(u∗, v∗) is Wt = 81W. For each i ≥ 1, Xi is invariant
under the operator81 and λ is an eigenvalue of81 on Xi if and only
if it is an eigenvalue of the matrix −µiD + JE∗ . The characteristic
polynomial of −µiD + JE∗ is given by

ψi(λ) = λ2 + [(1 + ρd)µi − tr(JE∗)]λ

+ [ρdµ
2
i − (J11ρd + J22)µi + det(JE∗)]

= λ2 + tr(Jµ)λ+ det(Jµ). (11)

Now if the given conditions are satisfied, then tr(JE∗) < 0 and
det(JE∗) > 0. Taking µ1 > max{0, [γ u∗(1 + α1 − 2u∗)] + [δ(1 −

n)v∗n−1 + αu∗v∗

(v∗+α)2
]/ρd}, one can show that tr(Jµi

) > 0, det(Jµi
) > 0

for all i ≥ 1.
Therefore, the eigenvalues of the matrix −µiD + JE∗ have neg-

ative real parts. It, thus, follows from the Routh–Hurwitz criterion

that, for each i ≥ 1, the two roots λi1 and λi2 of ψi(λ) = 0 all have
negative real parts. In the following, we prove that there exists
δ1 > 0 such that Re{λi1} ≤ −δ1, Re{λi2} ≤ −δ1. Let λ = µiξ , then
ψi(λ) = µ2

i ξ
2 + tr(Jµ)µiξ + det(Jµ) , ψ̃i(λ) since µi → ∞ as i →

∞, it follows that limi→∞
ψ̃i(λ)

µ2
i

= ξ 2 + (1 + ρd)ξ + ρd.

By the Routh–Hurwitz criterion, it follows that the two roots
ξ1, ξ2 of ψ̃i(λ) = 0 have negative real parts. Thus, there exists a

positive constant d̃ = min{1, ρd}, such that Re{ξ1}, Re{ξ2} ≤ −d̃.
By continuity, we see that there exists i0 such that two roots ξi2,

ξi2 of ψ̃i(λ) = 0 satisfy Re{ξi1} ≤ −d̃/2, Re{ξi2} ≤ −d̃/2, for all

i ≥ i0. In turn, Re{λi1}, Re{λi2} ≤ −µĩd/2 ≤ d̃/2, for all i ≥ i0. Let
−δ̃1 = max1≤i≤i0 {Re{λi1}, Re{λi2}}. Then, δ̃1 > 0 and Re{λi1} ≤ −δ1,

Re{λi2} ≤ −δ1 hold for δ1 = min{̃δ, d̃/2}.
Consequently, the spectrum of 81 which consists of eigen-

value lies in {Reλ ≤ −δ}. Therefore, we obtain that the positive
constant steady state solution E∗(u∗, v∗) of model (5) is uniformly
asymptotically stable.46 �

IV. INVASION THRESHOLDS FOR INTERACTING
SPECIES

An immediate consequence after the introduction of a non-
indigenous species is that under what conditions the species can
persist in the new environment. In the simplest model, a pop-
ulation without an Allee effect will grow from any initial den-
sity until it reaches a stable equilibrium, its carrying capacity.9

However, models with a strong Allee effect have a zero stable
equilibrium point and a non-zero unstable equilibrium point that
acts as a threshold. Therefore, if the initial density of the prey is
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FIG. 3. Snapshots of species density distribution over the XY plane obtained at different time points (a)–(d) for parameter values γ = 3, α1 = 0.2, α = 0.3, δ = 0.46,
ρd = 1, and n = 1. The density color bar suggests the distribution of various densities of species over the region. Here, the predator population goes to extinction and the
prey population spreads over the whole region. (e) and (f) represent the respective temporal variation and the local dynamics.

lower than the threshold value, the prey population declines to
extinction.15,24 However, we do not consider any alternative food
resource; thus, if the prey population becomes extinct so is the
predator. Thus, the required condition for invasion to be success-
ful is that α1 < u0. Also, the initial prey population size u0 should be
greater than the initial predator population size v0 for a successful
invasion.

There is another threshold caused by the strong Allee effect
in the prey, which is the minimum invaded area covered by initial
population size, below which the population goes extinct, i.e., inva-
sion failure occurs. This threshold exists in models without the Allee
effect but is increased by the addition of Allee dynamics.47,48 For sin-
gle species models, this threshold has been demonstrated analytically
and for critical Allee effects, in reaction-diffusion models in both one
and two dimensions,14,49,50 in integro-difference models,8 and is sup-
ported by results from a simulation model of fruit flies.51 The results
imply that invasion might not succeed if there is insufficient habitat,
i.e., if the area available is smaller than the spatial threshold.49 How-
ever, for interacting species models in two dimensions, an analytical
solution is hardly an option; thus, we numerically demonstrate the
initial threshold area above which both the prey and predator pop-
ulations persist. We find that the initial invaded area of the prey

should be greater than the initial invaded area of the predator for
persistence of the species.

It should be emphasized that the conditions we have men-
tioned here are mainly based on the initial population size and
initial invaded area of the prey and predator population. However,
these conditions may not be a sufficient condition for successful
invasion of a species. We show in Sec. V that successful invasion
also depends on some parametric combinations that need to satisfy
certain threshold values.

V. DIFFERENT INVASION REGIMES WITH
LINEAR/QUADRATIC MORTALITY RATE OF PREDATOR

System (5) depends on a large number of parameters; therefore,
its detailed numerical investigation in the whole parameter space is
almost impossible. Instead, we first choose one or two controlling
parameters and analyze the invasion dynamics subject to its varia-
tion. In the present paper, we have taken the predator Allee effect
and predator mortality as the key parameters. We want to empha-
size the impact of the Allee effect in predator on invasion dynamics
of both prey and predator populations. Moreover, predator mor-
tality can be considered as a controlling parameter because, in a
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FIG. 4. Snapshots of species density distribution over the XY plane obtained at different time points (a)–(f) for parameter values γ = 3; α1 = 0.2, α = 0.1, δ = 0.37,
ρd = 1, and n = 1. The density color bar suggests the distribution of various densities of species over the region. Here, both the populations coexist and spread through a
ring format.

real ecosystem, the rate of predator mortality can be relatively easily
controlled using additional harvesting.24 We numerically simulated
the spatial model and computed the whole parameter region for
α and δ to identify the different regions of persistence. We have
illustrated the persistence region for linear and quadratic mortal-
ity rates [see Figs. 2(a) and 2(b)] for a low value of maximum per
capita growth rate. In Fig. 2, the three colors represent the persis-
tence of both the populations (blue region), the persistence of only
the prey population (green region), and the extinction of both the
populations (red region). A similar diagram illustrated the persis-
tence region for linear and quadratic mortality rates [see Figs. 2(c)
and 2(d)] for a high value of maximum per capita growth rate.
The persistence regions for α and δ have been drawn for a cer-
tain combination of (α, δ) (see Fig. 2). For each combination, we
have simulated the spatial system up to a long time and compare
the spatial average density of the prey and the predator with a small
threshold value. In the α–δ plane, the points are colored red when
both prey and predator populations lie below that threshold, green
when only the predator population lies below the threshold, and blue
when both the populations lie above the threshold.

A. Low value of maximum per capita growth rate

1. Different types of mortality

• Case I: Linear mortality rate. Results of our computer simula-
tion show that with the linear mortality rate of the predator and
with the Allee effect in both the prey and the predator exhibit a
different kind of invasion regimes. We have taken four different
sets of parameter values from different regions of Fig. 2(a) with
initial conditions given by (6) and (7). Here, we have fixed the
parameter values α1 = 0.2, γ = 3, and ρd = 1 and vary the preda-
tor Allee coefficient (α) and mortality rate (δ) to study the possible
impact of them on invasion dynamics of the prey and predator.To
draw the species density distribution, we first considered that the
parameters α = 0.3 and δ = 0.46 are from the green region of
Fig. 2(a). Here, Figs. 3(a) and 3(b) depict the density distribution
over the XY plane obtained at time point t = 100 for the prey
and predator, respectively. Similarly, Figs. 3(c) and 3(d) depict
the density distribution over the XY plane obtained at time point
t = 200 for the prey and predator, respectively. We observed that
the predator population goes extinct and the prey population
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FIG. 5. Snapshots of species density distribution over the XY plane obtained at different time points (a)–(f) for parameter values γ = 3, α1 = 0.2, α = 0.03, δ = 0.46,
ρd = 1, and n = 1. The density color bar suggests the distribution of various densities of species over the region. Here, both the populations initially spread through double
ring format and ultimately show patchy spread. (g) represents the respective local dynamics and (h) represents the local dynamics for α = 0.6andn = 2.

becomes abundant with the regular spatial invasion structure.
Next, we considered α = 0.1 and δ = 0.37 and observed that the
density distribution of prey over space exhibits propagation of
circular wavefront as time progresses, and this annulus region
formed a ring-type circular wavefront traveling/expanding from

the place of the species initial conditions (see Fig. 4). Predator
density distribution over the domain exhibits a ring-type circu-
lar wave, though they are not identically similar. In this case,
the species are absent both in front of the front and behind
the front. However, from an ecological perspective, this type of
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system dynamics is paradoxical (see Ref. 24). In Fig. 5, we con-
sider α = 0.03 and δ = 0.46, i.e., from the region where both
populations persist. At the early stage of the system dynamics
(e.g., t = 100), the species distribution over the space exhibits a
double ring pattern [see Figs. 5(a) and 5(b)]; as time progress
at t = 200, the outer ring moves to the whole domain and the
inner ring exhibits some more complex behavior [see Figs. 5(c)
and 5(d)]. Now as time progress at T = 300, the species dis-
tribution over the whole domain exhibits irregular dynamics of
separate patches [see Figs. 5(e) and 5(f)], which are not stationary,
i.e., they change their position over time (due to evasion-pursuit
mechanisms38), merge, disappear, and produce new patches. This
behavior has not been observed before for the case when the Allee
effect was incorporated in the prey population only.15,24 Note that,
since we considered the diffusion coefficients of the prey and
predator are the same, so patterns cannot arise because of Turing
instability36,52 and should be ascribed to another mechanism.53,54

For all the above-mentioned figures, the parameter values except
α and δ are same as Fig. 3 with the initial conditions (6) and (7).
An important point we observed is that the parameter set at which
the patchy behavior occurred is not unique. Although we have not
shown here for some different combinations of parameter values
(e.g., α = 0.05, δ = 0.46), the patchy invasion can be observed.
Moreover, the patchy invasion can be seen on some parameter
combinations of α and δ within the blue region (not shown here)
of Fig. 2(a).

• Case II: Quadratic mortality rate. If the abundance of the preda-
tor is quite rich, then density-dependent effects start to play an
important role. For instance, the effect of stress, diseases, over-
crowding, and intra-specific competition among the predators
causes quadratic mortality rates.55,56 To include this factor in our
model, we will study the invasion dynamics of the prey and preda-
tor with a quadratic mortality rate in the predator (i.e., n = 2).
For the successful invasion of species with a quadratic mortality
term, one of the most important factors is species introduction,
i.e., initial condition. As in our earlier numerical findings with
linear mortality term and in this case, the initial condition for suc-
cessful species invasion is that the initial invaded area of the prey
should have greater than the initial invaded area of the preda-
tor and also the initial prey size should have greater than Allee
threshold. We have performed the simulation and realized that
the presence of quadratic mortality drastically changes the persis-
tence region [see Fig. 2(b)] compared to the linear case. The only
prey existence region (green) disappears, the extinction region
(red) expands, and the co-existence region (blue) changes. A high
value of the predator Allee coefficient (α) leads to the co-existence
of both species. A typical parameter set has been chosen (α =

0.6, δ = 0.46) to observe the density distribution over the XY
plane obtained for the prey and predator (figure not shown here).
Here, the density distribution of prey and predator over space
exhibits a ring-type circular wavefront, similar to Fig. 4 but with
a bigger ring thickness. We do not consider any alternative food
resource in our model for the predator so if the prey population
becomes extinct so is the predator. We also studied the density
distribution for the whole parameter range of Fig. 2(b) and did not
find any kind of irregular behavior in invasion dynamics, which
was the case in linear mortality.

2. Temporal analysis

When an exotic species invades some new regions outside their
native place, its population size gradually increases with time. If U(t)
and V(t) are the respective population size of the prey and preda-
tor population at time t, respectively, then U(t) and V(t) can be
calculated by the following relation:

U(t) =

∫ L

0

∫ L

0

u
(
x, y, t

)
dy dx,

V(t) =

∫ L

0

∫ L

0

v
(
x, y, t

)
dy dx.

(12)

FIG. 6. Temporal variation of prey population size for different invasion scenar-
ios: (a) corresponding to continuous traveling wave front with no spatiotemporal
complexity in the wake, solid curve corresponds to Fig. 4 and dashed curve corre-
sponds to α = 0.6 (species density distribution is not shown); (b) corresponding
to spatiotemporal complexity and patchy behavior, i.e., Fig. 5 corresponds to solid
and dashed curves for α = 0.05 (species density distribution is not shown).
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FIG. 7. Snapshots of species density distribution over the XY plane obtained at different time points (a)–(f) for parameter values γ = 4.5, α1 = 0.2, α = 0.2, δ = 0.4,
ρd = 1, and n = 1. Density color bar suggests the distribution of various densities of species over the region. Here, the predator population goes to extinction and prey
population abundant on the whole region through a “sun surface” like spread. (g) represents the respective local dynamics.

We have drawn the temporal variation of the prey population
[see Fig. 3(e)] corresponding to the spatial distribution of Fig. 3 and
did not observe any spatiotemporal complexity. The trajectory of
U(t) obtained corresponding to the invasion through smooth con-
tinuous wavefront with no spatiotemporal complexity in the wake

[see Fig. 6(a)], the solid curve obtained for α = 0.1 with linear mor-
tality rate (see Fig. 4) and the dashed curve obtained for α = 0.6
with quadratic mortality (species density distribution not shown).
Moreover, Fig. 6(b) corresponds to the regime obtained when spa-
tiotemporal oscillation in the wake of the front and patchiness is
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FIG. 8. Snapshots of species density distribution over the XY plane obtained at different time points (a)–(f) for parameter values γ = 4.5, α1 = 0.2, α = 0.1, δ = 0.37,
ρd = 1, and n = 1. The density color bar suggests the distribution of various densities of species over the region. Here, both the populations spread through a ring wave.
Figure 8(g) represents the respective local dynamics.

present, the solid curve is obtained for α = 0.03 (see Fig. 5) and
dashed curve is obtained for α = 0.05. Figure 6(b) suggests that not
only the spatial distribution of population density exhibits irregu-
larity but also the population sizes experience irregular temporal
fluctuations. A detailed study on this type of irregularities has been
performed in Sec. VI.

B. High value of maximum per capita growth rate

1. Different types of mortality

• Case I: Linear mortality rate
We have numerically simulated our proposed model and
observed that, with the linear mortality rate of predator and with
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FIG. 9. Snapshots of species density distribution over the XY plane obtained at different time points (a)–(f) for parameter values γ = 4.5, α1 = 0.2, α = 0.05, δ = 0.5,
ρd = 1, and n = 1. The density color bar suggests the distribution of various densities of species over the region. Here, both the populations show complex behavior. (g)
represents the respective local dynamics.

the Allee effect, both the prey and predator exhibit a different
kind of invasion regimes. We have taken three different sets of
parameter values from a different region of Fig. 2(c) with initial
conditions given by (6) and (7). Here, the fixed parameters are
α1 = 0.2, γ = 4.5, and ρd = 1. Finally, the predator Allee coeffi-
cient (α), and the mortality rate (δ) were varied to study invasion
dynamics of both the prey and the predator populations.

The species distributions studied in this section are completely
new compared to Sec. V A. To the best of our knowledge,
these type of figures are unique (except the ring wavefront) and
were not discovered in previous studies. In Fig. 7, we consider
the parameters α = 0.2 and δ = 0.4 from the green region of
Fig. 2(c). Figures 7(a) and 7(b) depict the density distribution
over the XY plane obtained at time point t = 100 for the prey and
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FIG. 10. Snapshots of species density distribution over the XY plane obtained at different time points (a)–(f) for parameter values γ = 4.5, α1 = 0.2, α = 0.3, δ = 0.55,
ρd = 1, and n = 2. The density color bar suggests the distribution of various densities of species over the region. Here, both the populations coexist in a colonial form. (g)
represents the respective local dynamics.

predator populations, respectively. Similarly, Figs. 7(c) and 7(d)
depict the density distribution over the XY plane obtained at
time point t = 200 for the prey and predator, respectively, and
so on. Therefore, we can say that the predator population goes
extinct and the prey population becomes abundant with a special

type of spatial invasion structure that looks like the “surface of
the sun.” For α = 0.1 and δ = 0.37, the density distribution of
the prey over space exhibits propagation of circular wavefront
as time progresses, and this annulus region formed a ring-type
circular wavefront traveling/expanding from the place of the
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species initial conditions (see Fig. 8). Predator density distribu-
tion over the domain exhibits similar behavior. In this case, the
species are absent in both front and behind the wave, which is a
paradoxical scenario from the ecological perspective. In Fig. 9, we
consider α = 0.05 and δ = 0.5, i.e., from the region where both
the populations persist [see Fig. 2(c)]. At the early stage of the
system dynamics (say, t = 100), the species distribution over the
space exhibits a double ring pattern; as time progress at t = 200,
the inner ring moves to the whole domain and the outer ring
exhibits some more complex behavior. Now as time progress at
T = 500, the species distribution over the whole domain exhibits
irregular dynamics of separate patches in a non-stationary man-
ner, and these merge, disappear, and produce new patches. It is
worth mentioning that the species distributions presented here
are not due to Turing instability as we have considered the equal
values of diffusion coefficients, and consequently, the patterns
are obtained here through a non-Turing mechanism. For all the
above-mentioned figures, the parameter values except α and δ
are same as Fig. 7 with the initial conditions (6) and (7). An
important point to be emphasized here is that the parameter
set at which patchy behavior occurred is not unique. Moreover,
the patchy invasion can be seen on some parameter combina-
tions of α and δ within the blue region (not shown here) of
Fig. 2(c).

• Case II: Quadratic mortality rate
For quadratic mortality, the persistence region changes dras-
tically [see Fig. 2(d)] compared to the linear case. The only
prey existence region (green) disappears, the extinction region
(red) expands, and the co-existence region (blue) gets smaller.
A high value of the predator Allee coefficient (α) leads to the
co-existence of both species. A typical parameter set has been
chosen (α = 0.3, δ = 0.55) to demonstrate the density distribu-
tion over the XY plane obtained for the prey and predator in
Fig. 10. The left column corresponds to prey density distribu-
tion at different time points, and the right column is for preda-
tor density distribution. Figures 10(a), 10(c), and 10(e) depict
the prey density distribution in the XY plane corresponding
to the time points t = 100, 200, and 500, respectively. Figures
10(b), 10(d), and 10(f) depict the predator density distribution
in XY plane corresponding to the time points t = 100, 200, and
500, respectively. Here, the density distribution of the prey and
predator over space exhibit a “three-hole colony type” form,
and it is completely a new structure we have observed in our
study.

2. Temporal dynamics

Figure 11 shows that the population size of the prey is cal-
culated at different time points [U(t)] for parameter values corre-
sponding to different invasion regimes. Figure 11(a) suggests that
not only the spatial distribution of population density exhibits irreg-
ularity but also for the population sizes experience irregular tempo-
ral fluctuations, and Fig. 11(b) corresponds to continuous traveling
wavefront with a complex spatiotemporal structure. Figure 12(a)
corresponds to the regime obtained when patchiness is present, and
Fig. 12(b) corresponds to fixed territorial distribution with a new
type of spatiotemporal distribution.

FIG. 11. Temporal variation of prey population size for different invasion scenar-
ios: (a) corresponding to spatiotemporal complexity, i.e., Fig. 7; (b) Continuous
traveling wave front with no spatiotemporal complexity, i.e., Fig. 8.

VI. EXISTENCE OF CHAOS IN DIFFERENT INVASION
REGIMES

Asymmetrical temporal fluctuations of the population size
obtained for low per capita growth rate with α = 0.03 and α = 0.05
[see Fig. 6(b)] seem to indicate that system dynamics is chaotic. Sim-
ilar chaotic behavior is found for a high per capita growth rate with
α = 0.2 and α = 0.05 [see Figs. 11(a) and 12(a)]. We also verified
that the corresponding homogeneous system, i.e., Eq. (5) without
diffusion terms, cannot exhibit behavior more complex than peri-
odic (see Sec. III A). Thus, chaos in the behavior of the system,
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FIG. 12. Temporal variation of prey population size for different invasion sce-
narios: (a) corresponding to spatiotemporal complexity and patchy behavior, i.e.,
Fig. 9; (b) corresponding to continuous traveling wave front with no spatiotemporal
complexity in the wake corresponds to Fig. 10.

i.e., Eq. (5), is a result of the system dynamics in space; this type
of chaotic behavior is known as spatiotemporal chaos.57–59 Irregular-
ity in the system dynamics does not always correspond to chaotic
dynamics and a more careful analysis is needed. Essentially, one of
the basic properties of deterministic chaos is its sensitivity to the
initial conditions so that the distance between the solutions corre-
sponding to perturbed and unperturbed initial conditions grow with
time.60

In order to check the above properties for different regimes
obtained at various values of α, we varied the initial conditions (6)

FIG. 13. Temporal oscillations of prey density at a fixed point (100, 110) in the
XY plane, subject to a small perturbation of the initial conditions, solid curve for
the undisturbed system and dashed curve for the perturbed system; parameter
values are (a) same as Fig. 3 and (b) same as Fig. 5.

and (7). Figure 13 shows the prey density over time for the unper-
turbed system (solid line) and the perturbed system (dashed line)
obtained at a fixed point (100, 110) in the XY plane. Two differ-
ent sets of parameter values are taken for Fig. 13: (a) same as Fig. 3
and (b) same as Fig. 5. The perturbed system was obtained from the
unperturbed system by multiplying u0 and v0 in Eqs. (6) and (7) to
the factor 1.000 01. It is readily seen that for the regime (a) there
is a negligible difference between the two solutions, and for the
regime (b) up to T = 550, the difference between the two solutions
is very small; however, for T > 550, the difference grows rapidly. In
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FIG. 14. Temporal oscillations of prey density at a fixed point (100, 110) in the
XY plane, subject to a small perturbation of the initial conditions, solid curve for
the undisturbed system and dashed curve for the perturbed system; parameter
values are (a) same as Fig. 7 and (b) same as Fig. 9.

Figs. 14(a) and 14(b), we have simulated the similar figure corre-
sponding to the complex diagram (Figs. 7 and 9) and observed that
the difference between the two solutions are significantly large. Sim-
ilar results were also obtained for perturbation of other parameters
and other positions in space (not shown here).

A more compact definition of deterministic chaos, however,
requires the difference between the undisturbed and disturbed sys-
tem with respect to the initial condition not just to be increasing
but increasing exponentially. There are a number of methods avail-
able in the literature to calculate the dominant Lyapunov exponent

FIG. 15. Discrepancies (a) hu(t) and (b) hv(t) between two initially closed sys-
tem trajectories. Parameter values are same as Fig. 5, i.e., when spatiotemporal
oscillations in the wake of the expanding form.

λmax.61,62 In this paper, we have estimated the dominant Lyapunov
exponent based on this definition.

In order to take into consideration both dynamical variables,
i.e., the prey and predator densities, and also to take into considera-
tion the spatial aspect, we analyze the behavior of the following two
values:

hu(t) = ‖u
(
x, y, t

)
− u1

(
x, y, t

)
‖,

hv(t) = ‖v
(
x, y, t

)
− v1

(
x, y, t

)
‖,

(13)
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FIG. 16. Discrepancies (a) hu(t) and (b) hv(t) between two initially closed system
trajectories. Parameter values are same as Fig. 9, i.e., when regimes of patchy
invasion.

where

‖ u ‖ =

(∫ L

0

∫ L

0

u2(x, y) dy dx

)1/2

. (14)

Analysis of the system sensitivity to phase perturbation only
can be done when system dynamics are stationary. Until the species
invade the whole region, the system dynamics apparently transient
(see Figs. 6 and 11). Thus to estimate the dominant Lyapunov expo-
nent, the system dynamics was studied for the post-invasion stage,
i.e., for t > tinv, where tinv is the time that takes species to spread
whole domain. For the parameters of Figs. 5, 7, and 9, the values of
tinv are approximately 322, 296, and 174, respectively.

FIG. 17. Dynamics of the population densities calculated in a fixed point
(100, 110) in the XY plane. (a) Density of prey vs time, (b) density of predator
vs time, and (c) local phase plane of the system, where the parameter values are
same as in Fig. 5.
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We considered the following method to estimate the dominant
Lyapunov exponent. At any time t0 > tinv a small perturbation is
added to the system given by24

u1(x, y, t0) = u
(
x, y, t0

)
(

1 + ε cos

[
2π
(
x + y

)

L0

]

− ε cos

[
2π
(
x − y

)

L0

])

v1(x, y, t0) = v
(
x, y, t0

)
(

1 + ε sin

[
2π
(
x + y

)

L0

]

− −ε sin

[
2π
(
x − y

)

L0

])

(15)

The deviations hu and hv have been calculated using the dynam-
ical variables u, v, u1, and v1 with initial conditions (15). Figure 15
shows ln(hu) and ln(hv) vs time calculated ε = 10−9, t0 = 322, and
L0 = 100 and for the same parameter as Fig. 5. The straight lines
are approximated using least squares line approximation. From
Figs. 15 and 16, it is clear that the absolute distance between
the perturbed and unperturbed solutions grow exponentially with
time (up to small fluctuations). Slope of the straight lines gives
an estimate of dominant Lyapunov exponent, which came out to
be λmax = 0.0281and0.0283 for the prey and predator dynamics,
respectively. Similarly, Fig. 16 shows ln(hu) and ln(hv) vs time calcu-
lated ε = 10−9, t0 = 174, and L0 = 100 and for the same parameter
as Fig. 9. The dominant Lyapunov exponent in this case is estimated
as λmax = 0.0435and0.0476 for prey and predator dynamics, respec-
tively. Here, the value of the dominant Lyapunov exponent being
positive indicates that Figs. 5 and 9 possess chaotic dynamics. A
similar chaotic dynamics has also been observed for Fig. 7. We also
calculate the density of prey and predator at a fixed point (100, 110)
and determine the corresponding phase portrait of the prey and
predator at that particular point in the XY plane (see Fig. 17) param-
eter values are same as Fig. 5, and apparent irregularity suggests the
existence of deterministic chaos. A similar irregular phase diagram
(not shown here) suggests the existence of deterministic chaos for
Fig. 9.

VII. DISCUSSION AND CONCLUSION

The biological invasion has several stages before the establish-
ment of a new population to their non-native range. They move
outside their non-native range through transportation, and after
establishment, they go through the important stage known as the
geographical spread. The non-native species range is formed by
means of two phenomena: one is dispersal and the other is repro-
duction. Species mainly reproduce and, after some time, the young
species move away from their parents and try to establish them-
selves in a non-native species range. Sometimes there are few adults
present in the group of the dispersing population.63 However, inva-
sive species may cause damage to the native species.

In the present paper, we have addressed the invasion dynam-
ics of a predator–prey system through reaction-diffusion equations.
First, we performed an extensive numerical simulation and found

the persistence region for both prey and predator populations. The
persistence region for the system in the presence of a linear mor-
tality rate possesses mainly three types of scenarios: persistence of
both populations, the persistence of only the prey population, and
extinction of both populations, whereas for the quadratic mortality
rate the persistence region changes to two scenarios: persistence of
both populations and extinction of both populations. This persis-
tence region gives an overview of the whole system dynamics with
respect to the predator Allee effect and mortality. The blue region
corresponds to the successful invasion of the predator population.
Therefore, we can say that the predator Allee effect is a crucial fac-
tor for species persistence as well as successful invasion for linear
mortality cases. We also observed that if the predator population
goes through quadratic mortality, it is impossible for them to invade
and persist with the prey population without the Allee effect. Sec-
ond, the presence of the predator Allee effect leads to different types
of spreading scenarios; some of them are completely new and not
observed before. A previous study24 based on the Allee effect on the
prey population reveals mainly three kinds of spreading scenarios:
circular wavefront, ring front, and patchy spread. However, in the
presence of the Allee effect on both populations, we have found
five types of spreading: circular wavefront, ring front, double ring
front ultimately breaks into patchy spread after a certain time, sun
surface spread, and patchy spread behind a thick ring front. A dia-
grammatic representation of these five types of spread on the (α, δ)
plane has been displayed in Fig. 18. Here, we have mentioned the
parametric regions for each type of spread. These two figures show
how much the five types of spread are expected to depend on the
current choice of (α, δ). As we have analyzed all the choices of (α, δ)
and identified various types of spreading regions, it implies that the
spreads are robust. It implies that the predator Allee effect has a
potential impact on the system spatiotemporal dynamics. Third, the
invasion dynamics with respect to quadratic mortality leads to a spe-
cial type of colonial pattern with three holes surrounded by species
density. Fourth, the Allee effect leads to a double ring wavefront
and ultimately exhibits spatiotemporal chaos. A new type of spatial
dynamics (it looks like “sun surface”) occurs with respect to the Allee
effect for a high value of per capita growth rate. We also observed a
dense ring of species spatial pattern and after the wavefront prop-
agates through the spatial boundary the patchy chaotic dynamics
observed. We have found that several patchy, as well as irregu-
lar, spreads ultimately lead to chaotic fluctuations. These irregular
chaotic fluctuations have been studied through varying initial con-
ditions as well as by computing Lyapunov coefficients. The patchy
invasion occurred over the whole spatial domain, and the simulation
based on average density shows that chaotic dynamics are present.
Here, the patterns are not formed due to Turing instability as the
diffusivities of the species are equal. For non-Turing pattern forma-
tion, effective analytical methods are yet to be developed, and results
are usually obtained by means of computer simulations.64 In general,
the predator–prey interactions shape the geometry of the ecolog-
ical patchiness and the properties of the system’s spatiotemporal
dynamics.64 Moreover, it is possible that the chaotic spatiotemporal
population oscillations are triggered by the traveling front.64 A simi-
lar idea was discussed by Lee et al.65 that the spatiotemporal patterns
may be produced by the interaction of propagating fronts. We also
want to emphasize that in Fig. 7, the prey population has some kind
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FIG. 18. The distribution of five types of spread in the (α, δ) plane. Different color
regions denote the occurrence of a particular spread for the combination of (α, δ).
(a) Low value of γ shows three types of spread and (b) high value of γ shows
two new types of spread.

of complex dynamics and the predator population goes to extinc-
tion. Although initially the predator population has a contribution
to the overall dynamics of the system, as time goes by the preda-
tor population becomes smaller and ultimately goes to extinction. In
the invasion process, it is also possible that the predator population
cannot establish themselves as an invasive species and goes to extinc-
tion. In that case, the prey population spreads in the entire domain
although there are several other factors that may influence their
spread, such as the Allee effect, density dependence, and intraspe-
cific competition.66 It is to be noted that pattern formation is possible
for interacting species dynamics even if only one species has spatial
movement.67 It is also possible for a single species reaction-diffusion
system.68

According to the authors’ knowledge, methods based on the
exponential dependence on initial conditions and the computation
of dominant Lyapunov exponents are very popular to detect chaos
in a dynamical system. However, there are several other promising
methods available in the literature to detect chaos. The detection of
chaos through the power spectra of the system was discussed by

Pascual.57 A statistical computational procedure based on a com-
parison of the prediction power of linear and nonlinear models of
the Volterra–Wiener form was studied by Barahona and Poon.69

Recently, Toker et al.70 discussed the “chaos decision tree algorithm”
and showed that it performs with very high accuracy across a wide
variety of both real and simulated systems, even in the presence of
relatively high levels of measurement noise. However, to study the
dynamics of a random point over time within the spatial domain,
we have selected a point in the XY plane and studied its dynamics
over time. The time series and phase plot both show a very fluctuat-
ing and irregular pattern indicating the chaotic dynamics. Therefore,
we can say that the predator Allee effect is a crucial factor for the
persistence of both populations as well as for successful invasion.
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Highlights

• A new mathematical model on COVID-19 that incorporates lockdown
effect

• Several model parameters as well as the basic reproduction number are
estimated

• We provide ensemble model forecast under five different lockdown sce-
narios

• Correlation between important parameters with the lockdown effect are
derived

• Combining all the results, we proposed an effective lockdown policy

1

                  



Assessment of Lockdown Effect in Some States and Overall1

India: A Predictive Mathematical Study on COVID-19 Outbreak2

Tridip Sardar 1a, Sk Shahid Nadimb, Sourav Ranac, Joydev Chattopadhyayb
3

aDepartment of Mathematics, Dinabandhu Andrews College, Kolkata, India4

bAgricultural and Ecological Research Unit, Indian Statistical Institute, Kolkata, India5

cDepartment of Statistics, Visva-Bharati University, Santiniketan, West Bengal, India6

Abstract7

In the absence of neither an effective treatment or vaccine and with an incomplete un-

derstanding of the epidemiological cycle, Govt. has implemented a nationwide lockdown

to reduce COVID-19 transmission in India. To study the effect of social distancing mea-

sure, we considered a new mathematical model on COVID-19 that incorporates lockdown

effect. By validating our model to the data on notified cases from five different states

and overall India, we estimated several epidemiologically important parameters as well

as the basic reproduction number (R0). Combining the mechanistic mathematical model

with different statistical forecast models, we projected notified cases in the six locations

for the period May 17, 2020, till May 31, 2020. A global sensitivity analysis is carried

out to determine the correlation of two epidemiologically measurable parameters on the

lockdown effect and also on R0. Our result suggests that lockdown will be effective in

those locations where a higher percentage of symptomatic infection exists in the popula-

tion. Furthermore, a large scale COVID-19 mass testing is required to reduce community

infection. Ensemble model forecast suggested a high rise in the COVID-19 notified cases

in most of the locations in the coming days. Furthermore, the trend of the effective re-

production number (Rt) during the projection period indicates if the lockdown measures

are completely removed after May 17, 2020, a high spike in notified cases may be seen in

those locations. Finally, combining our results, we provided an effective lockdown policy

to reduce future COVID-19 transmission in India.

Keywords: COVID-19; Mathematical model; Lockdown effect; Outbreak containment8

policy9

1. Introduction10

As of May 15, 2020, 4593395 cases and 306376 deaths from 2019 novel coronavirus11

disease (COVID-19), caused by severe acute respiratory syndrome coronavirus 2 (SARS-12

CoV-2), were recorded worldwide [1]. Coronaviruses are enveloped non-segmented positive-13

1Corresponding author. Email: tridipiitk@gmail.com
Preprint submitted to Elsevier July 6, 2020

                  



sense RNA viruses that belongto the Coronaviridae family and the order Nidovirales, and14

are widely distributed among humans and other mammals [2]. The novel coronavirus,15

COVID-19 started in mainland China, with a geographical emphasis at Wuhan, the capi-16

tal city of Hubei province [3] and has widely spread all over the world. Many of the initial17

cases were usually introduced to the wholesale Huanan seafood market, which also traded18

live animals. Clinical trials of hospitalized patients found that patients exhibit symptoms19

consistent with viral pneumonia at the onset of COVID-19, most commonly fever, cough,20

sore throat and fatigue [4]. Some patients reported changes in their ground-glass lungs;21

normal or lower than average white lymphocyte blood cell counts and platelet counts;22

hypoxemia; and deranged liver and kidney function. Most were said to be geographically23

related to the wholesale market of Huanan seafood [5]. Severe outbreaks occur in USA24

(1457593 cases), Spain (272646 cases), Russia (262843 cases), UK (236711 cases), Italy25

(223885) and so many countries and the disease continues to spread globally. This has26

been declared a pandemic by the World Health Organization. It is the third zoonotic27

human coronavirus that has arisen in the present century, after the 2002 severe acute28

respiratory syndrome coronavirus (SARS-CoV), which spread to 37 countries and the29

2012 Middle East respiratory syndrome coronavirus (MERS-CoV), which spread to 2730

countries.31

The 2019 pandemic novel coronavirus was first confirmed in India on January 30, 2020,32

in the state of Kerala. A total of 82087 confirmed cases and 2648 deaths in the country33

have been reported as of May 15, 2020 [6]. The Indian government has introduced social34

distance as a precaution to avoid the possibility of a large-scale population movement35

that can accelerate the spread of the disease. India government implemented a 14-hour36

voluntary public curfew on 22 March 2020. Furthermore, the Prime Minister of India37

also ordered a nationwide lockdown at midnight on March 24, 2020 to slow the spread38

of COVID-19. Despite no vaccine, social distancing has identified as the most commonly39

used prevention and control strategy [7]. The purpose of these initiatives is the restriction40

of social interaction in workplaces, schools, and other public spheres, except for essential41

public services such as fire, police, hospitals. No doubt the spread of this virus outbreak42

has seriously disrupted the life, economy and health of citizens. This is a great concern43

for everyone how long this scenario will last and when the disease will be controlled.44

Mathematical modeling based on system of differential equations may provide a com-45

prehensive mechanism for the dynamics of a disease transmission [8]. Several modeling46

studies have already been performed for the COVID-19 outbreak [9; 10; 11; 12; 13]. Based47

on data collected from December 31, 2019 till January 28, 2020, Wu et al [13] developed48

a susceptible exposed infectious recovered model (SEIR) to clarify the transmission dy-49

namics and projected national and global spread of disease. They also calculated around50

2.68 is the basic reproductive number for COVID-19. Tang et al [12] proposed a compart-51
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mental deterministic model that would combine the clinical development of the disease,52

the epidemiological status of the patient and the measures for intervention. Researchers53

found that the amount of control reproduction number may be as high as 6.47, and54

that methods of intervention including intensive touch tracing followed by quarantine55

and isolation would effectively minimize COVID cases [12]. For the basic reproductive56

number, Read et al. reported a value of 3.1 based on the data fitting of an SEIR model,57

using an assumption of Poisson-distributed daily time increments [14]. A report by Cam-58

bridge University has indicated that India’s countrywide three-week lockdown would not59

be adequate to prevent a resurgence of the new coronavirus epidemic that could bounce60

back in months and cause thousands of infections [15]. They suggested that two or three61

lockdowns can extend the slowdown longer with five-day breaks in between or a single62

49-day lockdown. Data-driven mathematical modeling plays a key role in disease preven-63

tion, planning for future outbreaks and determining the effectiveness of control. Several64

data-driven modeling experiments have been performed in various regions [12; 16]. Cur-65

rently, there are very limited works that studied the impact of lockdown on COVID-1966

transmission dynamics in India.67

In the present manuscript, we proposed a new mathematical model for COVID-1968

that incorporates the lockdown effect. We also considered variability in transmission69

between symptomatic and asymptomatic populations with former being a fast spreader70

of the disease. Analyzing COVID-19 daily notified cases from five affected states (Maha-71

rashtra, Delhi, Tamil Nadu, Gujarat and Punjab) and from overall India, we studied the72

effect of social distancing measures implemented by the Govt. on notified cases reduction73

in those regions. We also estimates the basic reproduction numbers (R0) for these six74

locations. Using a post-processing BMA technique, we ensemble our COVID-19 mathe-75

matical model with different statistical forecast model to obtain a projection of notified76

cases in those six locations for the period May 17, 2020 till May 31, 2020. A global77

sensitivity analysis is carried out to determine the correlation of two epidemiologically78

measurable parameters on lockdown effect and also on R0. Finally to determine the79

COVID-19 transmission trend during the projection period (May 17, 2020 till May 31,80

2020), we estimate the effective reproduction number (Rt) for the mentioned six locations.81

2. Method82

Based on the development and epidemiological characteristics of COVID-19, a SEIR83

type model is more appropriate to study the dynamics of this current pandemic [17; 18; 8].84

The model we developed in this paper is based on the interaction of seven mutually ex-85

clusive sub-classes namely, Susceptible (S), Lockdown (L), Exposed (E), Asymptomatic86

(A), Symptomatic (I), Hospitalized (C), and Recovered (R).87

Susceptible population (S) increased due to constant recruitment rate ΠH and those88
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individuals coming back from lockdown compartment after the lockdown period
1

ω
. Popu-89

lation in the susceptible class decreased due to new infection in contact with symptomatic90

and asymptomatic infected population, natural death and also a fraction of the suscep-91

tible individuals become home-quarantine due to lockdown at a rate l. We also assumed92

variability in disease transmission in asymptomatic and symptomatic population with93

later being a fast spreader of infection with a variability factor (0 ≤ ρ ≤ 1) [19; 20].94

Lockdown population (L) increased by those susceptible who are home-quarantined95

during the lockdown period
1

ω
, at a rate l. Population under lockdown is decreased due96

to natural death and those individuals who become susceptible again after the lockdown97

period
1

ω
. For simplicity, we assume ideal lockdown scenario i.e. all population under98

lockdown maintained proper social distancing and do not contribute to new infection.99

Population in the exposed compartment (E) increased by new infection coming from100

susceptible compartment. A fraction κ of the exposed individuals become symptomatic101

infected and remaining fraction (1− κ) become asymptomatic infected after the disease102

incubation period 1
σ
. Exposed population also decreased due to natural death at a rate103

µ.104

Asymptomatic infected compartment (A) increased due to a fraction (1−κ) of infec-105

tion coming from exposed compartment. Since, asymptomatic COVID-19 cases are hard106

to detect therefore, we assume that asymptomatic infection are not notified. Population107

in this compartment is decreased due to natural recovery and deaths at a rate γ1 and µ,108

respectively.109

Population in the symptomatic infected compartment (I) increased due to a fraction110

κ of infection coming from exposed compartment after the incubation period 1
σ
. This111

compartment decreased due to natural recovery at a rate γ2, natural death at a rate µ112

and those infected population who are notified & hospitalized at a rate τ .113

Notified & hospitalized infected population (C) increased due to influx of infection114

coming from symptomatic infected class at a rate τ . This population decreased due to115

natural death at a rate µ, disease related deaths at a rate δ, and recovery from COVID-19116

at a rate γ3. We assume that population of this compartment do not mix with the general117

population in the community i.e. this compartment do not contribute in the COVID-19118

transmission.119

Finally, recovered population (R) increased due to influx of individuals coming from120

asymptomatic (A), symptomatic (I), and notified & hospitalized individuals (C) at a121

rate γ1, γ2, and γ3, respectively. As we are analyzing this study in a shorter time frame122

therefore, we assume definitive immunity i.e. recovered population do not contribute to123

new COVID-19 infection. Thus recovered population decreased due to natural death at124

a rate µ.125
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Based on the above assumptions the system of equations that represent COVID-19126

transmission with and without lockdown are provided below:127

Model without lock-down128

dS

dt
= ΠH −

β1IS

(N − C)
− ρβ1AS

(N − C)
− µS

dE

dt
=

β1IS

(N − C)
+

ρβ1AS

(N − C)
− (µ+ σ)E,

dA

dt
= (1− κ)σE − (γ1 + µ)A,

dI

dt
= κσE − (γ2 + τ + µ)I, (2.1)

dC

dt
= τI − (δ + γ3 + µ)C,

dR

dt
= γ1A+ γ2I + γ3C − µR,

Model with lock-down129

dS

dt
= ΠH + ωL− β1IS

(N − L− C)
− ρβ1AS

(N − L− C)
− µS − lS

dL

dt
= lS − (µ+ ω)L,

dE

dt
=

β1IS

(N − L− C)
+

ρβ1AS

(N − L− C)
− (µ+ σ)E,

dA

dt
= (1− κ)σE − (γ1 + µ)A,

dI

dt
= κσE − (γ2 + τ + µ)I, (2.2)

dC

dt
= τI − (δ + γ3 + µ)C,

dR

dt
= γ1A+ γ2I + γ3C − µR.

A diagram of our model is provided in Fig 1. Information of our model parameters is130

provided in Table 1.131

Mathematical properties of the model132

We studied the positivity and boundedness of solution of the model (2.1) (see supple-133

mentary appendix). The system (2.1) demonstrates two equilibria, that is, the disease-134

free equlibrium and an unique endemic equilibrium (see supplementary appendix). The135
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disease-free state is locally asymptotically stable whenever the corresponding basic re-136

production number (R0) is less than unity (see supplementary appendix). By using a137

nonlinear Lyapunov function, it is also seen that the disease-free equilibrium is globally138

asymptotically stable whenever R0 < 1 (see supplementary appendix). In addition, the139

model (2.1) has an unique endemic equilibrium if R0 exceeds unity. Furthermore, using140

the central manifold theory, the local stability of the endemic equilibrium is established141

whenever R0 > 1 (see supplementary appendix).142

Data143

Daily COVID-19 reported cases from Maharashtra (MH), Delhi (DL), Tamil Nadu144

(TN), Gujarat (GJ), Punjab (PJ) and whole India (IND) for the time period March 14,145

2020 till May 3, 2020 are considered for our study. These five states are deeply affected by146

current COVID-19 outbreak in India [6]. Daily COVID-19 notified cases were collected147

from [6]. Demographic data of the different locations are taken from [21; 22].148

Estimation procedure149

Several important epidemiological parameters (see Table 1) of our mathematical150

model (2.2) are estimated using COVID-19 daily reported cases from the mentioned151

six locations. Total time duration of lockdown implemented by Govt. is 54 days start-152

ing from March 25, 2020 till May 17, 2020. Time-series data of daily COVID-19 cases153

in our study for the locations MH, DL, TN, GJ, PJ, and IND, respectively contains154

both with and without lockdown effect. Therefore, a combination of our mathematical155

models (2.1)& (2.2) (with and without lockdown) are used for calibration. From our mod-156

els (2.1)& (2.2), new COVID-19 notified cases during the ith time interval [ti, ti + ∆ti]157

is158

Hi(θ̂) = τ

∫ ti+∆ti

ti

I(ξ, θ̂) dξ, (2.3)

where, ∆ti is the time step length and θ̂ is the set of unknown parameters of the mod-159

els (2.1)& (2.2) that are estimated. Then K observation from the data and from the160

models (2.1)& (2.2) are {D1, D2, ..., DK} and {H1(θ̂), H2(θ̂), ...., HK(θ̂)}, respectively.161

Therefore, we constructed the sum of squares function [23] as:162

SS(θ̂) =
K∑

i=1

[
Di −Hi(θ̂)

]2

, (2.4)

MATLAB based nonlinear least square solver fmincon is used to fit simulated and163

observed daily COVID-19 notified cases for the mentioned states and the whole country.164

Delayed Rejection Adaptive Metropolis [24] (DRAM) algorithm is used to sample the165

95% confidence region. An elaboration of this model fitting technique is provided in [25].166
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Statistical forecast models and the ensemble model167

COVID-19 mathematical model we developed in this study may be efficient in captur-168

ing the transmission dynamics. However, as solution of the mathematical model is always169

smooth therefore, our model may not be able to replicate the fluctuations occurring in170

daily time-series data. Moreover, forecast of future COVID-19 cases based on a single171

mathematical model may not be very reliable approach. For this purpose, we used two172

statistical forecast models namely, Auto-regressive Integrated Moving Average (ARIMA);173

and ARMA errors, Trend and Seasonal components (TBATS) respectively. A Hybrid sta-174

tistical model (HYBRID) based on the combination of ARIMA and TBATS is also used175

during forecast. Calibration of three statistical forecast models (ARIMA, TBATS and176

HYBRID) using COVID-19 daily notified cases from MH, DL, TN, GJ, PJ, and IND,177

respectively during March 14, 2020 till May 3, 2020, are done using the R package ’fore-178

castHybrid’ [26]. Each individuals models (ARIMA and TBATS) are first fitted to the179

aforesaid time-series data and then we combined each models with weightage based on in180

sample error to obtain the HYBRID model [26]. Prediction skill of the each three statis-181

tical forecast model (ARIMA, TBATS and HYBRID) are tested on the daily COVID-19182

notified cases during May 4, 2020 till May 8, 2020 for each of the six locations (see sup-183

plementary Table S2). Based on the prediction skill (see supplementary Table S2), the184

best statistical forecast model is ensemble with our COVID-19 mathematical models (2.1)185

and (2.2). A post-processing BMA technique based on ’DRAM’ algorithm [24] is used to186

determine the weightage (see supplementary Table S3 and Fig S6 to Fig S11) to combine187

the best statistical model with the COVID-19 mathematical models (2.1) and (2.2).188

Disease forecasting under different lockdown scenario189

Govt. have implemented lockdown all over India on March 25, 2020 and it will190

continue till May 17, 2020. The short and medium scale industries are largely affected191

by the lockdown [27; 28]. To partially recover the economy, Govt. of India continuously192

relaxing the lockdown rules from April 20, 2020 [29; 30; 31]. To forecast COVID-19 cases193

for the period May 17, 2020 till May 31, 2020, for the six locations (MH, DL, TN, GJ,194

PJ and IND) based on the Govt. strategy, we considered following scenarios:195

Forecast based on current lockdown rate: We have estimated the average lockdown196

rate for our COVID-19 mathematical model (see Table 1 and Table 2). Using this197

lockdown rate and using other parameters (estimated and known) of our mathematical198

models (2.1) & (2.2), we forecast COVID-19 notified cases during May 17, 2020 till May199

31, 2020 for the locations MH, DL, TN, GJ, PJ, and IND, respectively. Finally, forecast200

based on our mathematical model is ensemble with the result based on the best statistical201

forecast model for a location mentioned earlier.202
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Forecast based on 15% reduction in current lockdown rate: We followed same proce-203

dure as the previous scenario with 15% decrement in the estimate of lockdown rate (see204

Table 1 and Table 2) to obtained the forecast during the mentioned time period.205

Forecast based on 20% reduction in current lockdown rate: we followed the same206

procedure as previous two scenarios with 20% decrement in the estimate of lockdown rate207

(see Table 1 and Table 2) to obtained the forecast during the mentioned time period.208

Forecast based on 30% reduction in current lockdown rate: we followed the same209

procedure as previous three scenarios with 30% decrement in the estimate of lockdown210

rate (see Table 1 and Table 2) to obtain the forecast during the mentioned time period.211

Forecast based on no lockdown: Continue as earlier and assuming lockdown is lifted212

after May 17, 2020, we forecast COVID-19 notified cases during May 17, 2020 till May213

31, 2020, for the six mentioned locations.214

Estimation of the basic and the effective reproduction number215

Since we assumed that population under the lockdown do not contact with the in-216

fection from the community therefore the basic reproduction number (R0) [32] for our217

mathematical model with and without lockdown (see Fig 1 and supplementary method)218

are same and its expression is provided below:219

R0 =
β1κσ

(µ+ σ)(γ2 + τ + µ)
+

ρβ1(1− κ)σ

(µ+ σ)(γ1 + µ)
.

The effective reproductive number (Rt) is defined as the expected number of secondary220

infection per infectious in a population made up of both susceptible and non-susceptible221

hosts [33]. If Rt > 1, the number of new cases will increase, for Rt = 1, the disease222

become endemic, and when Rt < 1 there will be a decline in new cases.223

Following [33], the expression of Rt is given as follows:224

Rt = R0 × ŝ,
where, ŝ is the fraction of the host population that is susceptible.225

R0 can easily be estimated by plugin the sample values of the unknown parameters226

(see Table 2) of the model without lockdown (2.1) in the expressions of R0.227

Following procedure is adapted to estimate Rt during May 17, 2020 till May 31, 2020228

under two lockdown scenarios:229

• Using current estimate of the lockdown rate and different parameters of our mathe-230

matical model (see Table 1 and Table 2), we estimate ŝ and Rt during May 17, 2020231

till May 31, 2020, for the locations MH, DL, TN, GJ, PJ and IND, respectively.232
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• Using different parameters (see Table 1 and Table 2) of our mathematical model with-233

out lockdown (2.1), we estimated ŝ and Rt during May 17, 2020 till May 31, 2020234

for the mentioned six locations.235

Sensitivity analysis and effective lockdown strategy236

To determine an effective lockdown policy in those six locations (MH, DL, TN, GJ, PJ237

and IND) will require some correlation between lockdown effect with some epidemiolog-238

ically measurable parameters of our mathematical model (see Fig 1). There are several239

important parameters of our mathematical model (see Table 1) and among them there240

are two parameters that are measurable namely, κ: fraction of new infected that become241

symptomatic (COVID-19 testing will provide an accurate estimate) and τ : Average no-242

tification & hospitalization rate of symptomatic COVID-19 infection (this parameter is243

proportional to the number of COVID-19 testing). Lockdown effect is measured as the244

difference between the total number of cases projected by our ensemble model with and245

without lockdown. A global sensitivity analysis [34] is performed to determine the effect246

of the mentioned two parameters on the lockdown effect and on the basic reproduction247

number (R0). Using Latin Hyper cube sampling (LHS), we draw 1000 samples for κ and248

τ , respectively from their respective ranges (see Table 1). Partial rank correlation and249

its corresponding p-value are examined to determine the relation between two mentioned250

parameters with the lockdown effect and R0, respectively.251

3. Results and discussion252

Three models (mathematical, statistical forecast and ensemble) fitting to daily COVID-253

19 notified cases during March 14, 2020 till May 3, 2020, for Maharashtra (MH), Delhi254

(DL), Tamil Nadu (TN), Gujarat (GJ), Punjab (PJ), and India (IND) is depicted in255

Fig 2. Among the three statistical forecast models (ARIMA, TBATS and HYBRID), the256

ARIMA model performed better on the test prediction data (May 4, 2020 till May 8,257

2020) of DL and GJ (see supplementary Table S2). Whereas, the TBATS model provide258

better result in compare to other two models for the test prediction data (May 4, 2020259

till May 8, 2020) of PJ (see supplementary Table S2). For the remaining three locations260

(MH, TN and IND), the HYBRID model provide the best result (see supplementary Ta-261

ble S2) on the test prediction data (May 4, 2020 till May 8, 2020). The ensemble model,262

which is a combination of our COVID-19 mathematical models (2.1) & (2.2) and the best263

statistical forecast model (region specific), is performed well in capturing COVID-19 daily264

time-series data trend in all the six locations. Posterior distribution of the weights at265

which we combine our COVID-19 mathematical model with the best statistical forecast266

model in the six different locations are provided in supplementary method (see Fig S6 to267

Fig S11 and Table S3).268
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In MH, DL, and GJ, the estimate of the symptomatic influx fraction (κ) suggest269

that low percentage (about 11% to 20%) of symptomatic infected in the population (see270

Table 2). However, in TN and PJ, relatively higher percentage (about 82% to 88%) of271

symptomatic infection is found (see Table 2). In overall India, our estimate shows that272

currently about 62% of new infection are symptomatic (see Table 2). Except for GJ, in273

other five locations, estimate of the transmission rate (β1) are found to be in same scale274

(see Table 2). Relatively higher value of β1 is found in Gujrat (see Table 2). Low value275

of the transmission variability factor (ρ) indicates most of the community infection in276

GJ are due to contact with the symptomatic infected population. As in GJ, the value of277

κ is found to be small (about 11%) therefore, relatively smaller symptomatic population278

producing most of the infection in GJ. This indicate that there may be a possibility of279

existence of super-spreaders among the symptomatic infected in GJ. This observation280

is agree with a recent survey result in GJ [35]. Except for PJ, in other five locations,281

the estimates of ρ (below 50%) are found to be low (see Table 2). This indicates small282

contribution of the asymptomatic infected population towards the new infection produced283

in MH, DL, TN, GJ and IND, respectively. Estimate of the lockdown rate in the five284

states (MH, DL, TN, GJ and PJ) suggest that around 50% to 88% of the total susceptible285

population are successfully home quarantined during the lockdown period (see Table 2).286

Thus, lockdown is overall successful in those five states. However, this is not the case for287

overall India, our estimate suggest that about 11% of the total susceptible population in288

India maintained proper social distancing during the lockdown period (see Table 2).289

Our estimate of the basic reproduction number (R0) (see Table 3), in the six locations290

found to be in good agreement of the world-wide estimate provided by WHO [36]. We291

performed a global sensitivity analysis of two epidemiologically measurable parameters292

of our mathematical model (see Fig 1) namely κ: fraction of new infected that become293

symptomatic and τ : Average notification & hospitalization rate of symptomatic COVID-294

19 infection, on R0. Partial rank correlation and its corresponding p-value (see Fig 3)295

suggest that τ has a negative correlation on R0. Thus, more testing will isolate more296

infection from the community and therefore may reduce the COVID-19 community trans-297

mission. Furthermore, high positive correlation of κ with R0 (see Fig 3) indicates the298

possibility of high COVID-19 transmission in those areas where population have higher299

percentage of symptomatic infection.300

Ensemble model forecast of notified COVID-19 cases between May 17, 2020 till May301

31, 2020 (see Table 4, Fig. 4, and Fig S1 to Fig S10 in supplementary appendix) indicate302

that in the coming few days, a high increment in the COVID-19 notified cases may be303

observed in MH, DL, TN, GJ, PJ, and IND. Furthermore, our ensemble model prediction304

during the mentioned period suggest that around 117645 to 128379 cases may occurred305

in overall India (see Table 4). These numbers are much higher than the total cumulative306
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cases between March 2, 2020 till May 15, 2020, in whole India.307

A global sensitivity analysis of κ and τ on the lockdown effect suggest that both of308

these parameters have high positive correlation with the lockdown effect in all the six309

locations (see Fig. 5). Therefore, lockdown will be effective in those region where higher310

percentage of symptomatic infection is found in the population and also larger COVID-19311

mass testing will be required to isolate the cases.312

To measure the COVID-19 transmission trend during May 17, 2020 till May 31, 2020,313

we estimated the effective reproduction number (Rt) during the mentioned period for314

MH, DL, TN, GJ, PJ and IND, respectively (see Fig. 6). Our result suggest that, a315

decreasing trend in new notified COVID-19 cases (Rt < 1) may be seen after May 31,316

2020 if current lockdown measures (see Table 2) are maintained in DL, TN and PJ,317

respectively. Furthermore, if social distancing measures are removed after May 17, 2020,318

we may see a rise in the daily COVID-19 cases in all of the six locations (see Fig. 6).319

4. Conclusion320

Up to May 15, 2020, total number of reported COVID-19 cases and deaths in India321

are 81794 and 2649, respectively [6]. This tally rises with few thousand new notified322

cases every day reported from different locations in India [6]. Currently, there is no323

treatment or vaccine available for COVID-19. Therefore, only measure to control the324

outbreak may be home quarantined (lockdown) a larger percentage of susceptible pop-325

ulation. However, this disease control strategy may have some negative impact on the326

economy. Therefore, it is utmost important to determine an effective lockdown policy327

that may reduce COVID-19 transmission in the community as well as save the Indian328

economy from drowning. This policy may be found by studying the dynamics and pre-329

diction of a mechanistic mathematical model for COVID-19 transmission and testing the330

results in real life situation.331

In this present study, we consider a new mathematical model on COVID-19 transmis-332

sion that incorporates the lockdown effect (see Fig 1). In our models (2.1) & (2.2), we333

also considered transmission variability between symptomatic and asymptomatic popu-334

lation with former being a fast spreader of the disease. Using daily time-series data of335

notified COVID-19 cases from five states (Maharashtra, Delhi, Tamil Nadu, Gujarat and336

Punjab) and overall India, we studied the effect of lockdown measures on the reduction337

of notified cases in those regions. Our result suggest that lockdown will be effective in338

those locations where higher percentage of symptomatic infection exist in the popula-339

tion. Furthermore, a large scale COVID-19 mass testing is required to reduce community340

infection in those locations. Using a post-processing BMA technique, we ensemble the341

prediction of our mathematical model with the results obtained from different statistical342

forecast model. Our ensemble model forecast of COVID-19 daily notified cases during343
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May 17, 2020 till May 31, 2020, suggested a very high rise in the COVID-19 notified344

cases in the mentioned time duration in most of the locations. Furthermore, estimation345

of the effective reproduction number (Rt) during the mentioned time duration indicates346

if the lockdown measures are completely removed after May 17, 2020, in those locations,347

a high spike in COVID-19 notified cases may be seen during the mentioned forecasting348

period. We provide a suggestion for the Indian Govt. and policy makers to acquire the349

following steps for effective containment of COVID-19 transmission:350

1. Perform a survey to find the percentage of symptomatic infection in different states351

and regions.352

2. Focus implementing extensive lockdown in those locations only where the percent-353

age of symptomatic infection is high.354

3. Provide relaxation in lockdown in other locations for some time. This process will355

increase the percentage of symptomatic infection.356

4. Repeat step-2, when a region has a sufficient percentage of symptomatic infection.357

There are some drawback in our study and may be modified in future. We assume358

that lockdown population (L) and notified & hospitalized infection (C) do not mix with359

the general population in the community. However, there are numerous evidences where360

disease transmitted from the hospital and from home confined individuals [37]. We shall361

leave these challenges for our future objectives.362
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Figures509

Figure 1: Flow diagram of the mathematical model with lockdown. Epidemiological information of different
parameters shown in the above figure are provided in Table 1.
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Figure 2: Three models (mechanistic mathematical model, statistical forecast model and ensemble model) fitting
to daily notified COVID-19 cases from five different states and overall India for the period March 14, 2020 till May
3, 2020. Respective subscript are MH: Maharashtra, DL: Delhi, TN: Tamil Nadu, GJ: Gujarat, PJ: Punjab, and
IND: India. Here LD denotes lockdown period and No LD indicate the period before lockdown implementation.
Statistical forecast model for different locations are ARIMA (DL and GJ), TBATS (PJ) and HYBRID (MH, TN and
IND), respectively. Lockdown effect is only considered for the mechanistic mathematical model and consequently
in the ensemble model. Shaded area indicate the 95% confidence region.
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Figure 3: Global sensitivity analysis of two epidemiologically measurable parameters namely κ: fraction of new
infected that become symptomatic and τ : average notification & hospitalization rate of symptomatic COVID-19
infection, on R0. The subscripts MH, DL, TN, GJ, PJ and IND, respectively are same as Fig 2.
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Figure 4: Ensemble model forecast for the daily notified COVID-19 cases in India during May 17, 2020 till May
31, 2020, under five different social distancing measure. Various legends are Current Rate: daily notified case
projection using the estimated value of the lockdown rate (see Table 2), 15% Reduction: daily notified case
projection using 15% reduction in the estimated value of the lockdown rate (see Table 2), 20% Reduction: daily
notified case projection using 20% reduction in the estimated value of the lockdown rate (see Table 2), 30%
Reduction: daily notified case projection using 30% reduction in the estimated value of the lockdown rate (see
Table 2), and No lockdown: daily notified case projection based on no lockdown scenario, respectively.
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Figure 5: Global sensitivity analysis of two epidemiologically measurable parameters namely κ: fraction of new
infected that become symptomatic and τ : average notification & hospitalization rate of symptomatic COVID-19
infection, on the lockdown effect. The effect of lockdown is measured as the difference between the total number
of cases projected by our ensemble model with and without lockdown scenario during May 17, 2020 till May 31,
2020. The subscripts MH, DL, TN, GJ, PJ and IND, respectively are same as Fig 2.

Figure 6: Effective reproduction number (Rt) for the period May 17, 2020 till May 31, 2020, in MH, DL, TN, GJ,
PJ and IND, respectively. The subscripts MH, DL, TN, GJ, PJ and IND, respectively are same as Fig 2.
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Tables510
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Table 1: Parameters with their respective epidemiological explanation for the mechanistic math-
ematical model (see Fig 1) for COVID-19.

Parameters Epidemiological Meaning Ranges Reference

N Total population Varies over differ-
ent region

[21]

ΠH = µ×N Average recruitment rate Varies over differ-
ent region

–

1

µ
Average life expectancy at birth Varies over states [22]

β1 Transmission rate of symptomatic infected (0 - 200) day−1 Estimated

ρ Reduction in COVID-19 transmission for
Asymptomatic infected

0 - 1 Estimated

1

σ
COVID-19 incubation period (2 - 14) days Estimated

κ Fraction of exposed population that become
symptomatic infected

0 - 1 Estimated

γ1 Recovery rate for asymptomatic infected (γ3 - 1) day−1 Estimated

γ2 Recovery rate for symptomatic infected (γ3 - 1) day−1 Estimated

τ Average notification & hospitalization rate of
symptomatic infection

(0 - 1) day−1 Estimated

δ Average case fatality rate Varies over states [6]

γ3 Average recovery rate for COVID-19 hospital-
ized & notified infection

Varies over states [6]

l Average lockdown rate (0 - 1) day−1 Estimated

1
ω

lockdown period 54 days [38]
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Table 2: Estimated parameter values of the mechanistic mathematical model (see Fig 1). Re-
spective row subscripts are same as Fig. 2. All data are given in the format Estimate (95%
CI).

Location β1 ρ σ κ γ1 γ2 τ × 100 l× 100

MH
5.58

(2.62−9.79)

0.015

(0.01−0.15)

0.39

(0.07−0.45)

0.20

(0.11−0.53)

0.63

(0.27−0.99)

0.69

(0.22−0.98)

24.36

(11.34−93.53)

57.84

(11.77−86.19)

DL
5.93

(0.78−6.30)

0.13

(0.02−0.82)

0.11

(0.07−0.47)

0.16

(0.11−0.93)

0.99

(0.31−0.99)

0.47

(0.33−0.98)

37.86

(12.48−98.27)

87.03

(11.25−87.11)

TN
1.47

(1.23−3.63)

0.37

(0.18−0.91)

0.30

(0.15−0.48)

0.88

(0.03−0.91)

0.84

(0.29−0.98)

0.60

(0.30−0.98)

0.56

(0.22−9.65)

52.16

(12.38−88.92)

GJ
10.73

(5.96−20.53)

0.03

(0.002−0.15)

0.10

(0.07−0.20)

0.11

(0.10−0.15)

0.24

(0.21−0.98)

0.91

(0.66−0.99)

16.79

(10.10−23.56)

77.68

(37.15−89.36)

PJ
1.63

(1.31−5.35)

0.68

(0.016−0.95)

0.26

(0.076−0.45)

0.82

(0.11−0.90)

0.43

(0.12−0.97)

0.98

(0.24−0.99)

2.11

(0.12−2.24)

48.18

(12.50−87.76)

IND
2.60

(1.04−2.92)

0.02

(0.02−0.77)

0.08

(0.07−0.14)

0.62

(0.30−0.98)

0.73

(0.31−0.98)

0.79

(0.33−0.98)

0.6

(0.2−0.9)

10.41

(10.37−42.56)
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Table 3: Estimated values of the basic reproduction number (R0) in MH, DL, TN, GJ,
PJ and IND. Respective row subscripts are same as Fig 2. All data are given in the
format Estimate (95% CI).

Location Basic Reproduction Number (R0)

MH
1.3320

(1.2369−2.3053)

DL
1.7569

(1.2409−2.2392)

TN
2.2169

(1.78−5.0374)

GJ
2.3911

(1.6223−2.7436)

PJ
1.8077

(1.7342−6.3960)

IND
2.0337

(1.6645−2.3318)
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Table 4: Ensemble model forecast of the total COVID-19 cases during May 17, 2020 till May 31,
2020 in five different states and overall India under five different lockdown scenario. Respective
row subscripts are same as Fig. 2. Different lockdown scenarios are Current Rate: cumulative
case projection using the estimated value of the lockdown rate (see Table 2), 15% Reduction:
cumulative case projection using 15% reduction in the estimated value of the lockdown rate (see
Table 2), 20% Reduction: cumulative case projection using 20% reduction in the estimated
value of the lockdown rate (see Table 2), 30% Reduction: cumulative case projection using
30% reduction in the estimated value of the lockdown rate (see Table 2), and No lockdown:
cumulative case projection based on no lockdown scenario, respectively. All data are provided in
the format Estimate (95% CI).

Location Current Rate 15% Reduction 20% Reduction 30% Reduction No lockdown

MH
33138

(31910−34046)

34602

(34430−34730)

35144

(34983−35361)

36318

(35532−37383)

48635

(41285−58578)

DL
6247

(5857−6811)

6504

(6253−6866)

6601

(6403−6887)

6816

(6734−6933)

9623

(7535−11068)

TN
19344

(19319−21503)

20958

(20946−21975)

21598

(21591−22162)

23076

(22562−23107)

60390

(31726−62172)

GJ
8227

(8128−9039)

8414

(8273−9572)

8485

(8328−9776)

8646

(8452−10233)

11208

(10433−17549)

PJ
7427
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Abstract
The main objective of the present paper is to propose a new boundary element mod-
eling technique for simulation and optimization of three-temperature micropolar 
magneto-thermoviscoelastic problems in anisotropic porous smart structures, where 
we implemented the genetic algorithm (GA), as a method of optimization based 
on the free form deformation (FFD) methodology to improve the performance of 
our proposed technique. Two numerical examples are presented herein, in order to 
prove that the proposed technique is able to optimize the shape of the domains with 
minimum computational effort. A nonuniform rational B-spline curve (NURBS) 
has been introduced to define the optimum boundary where it decreases the num-
ber of control points and offers a new degree of versatility in the design of various 
different shapes. The profiles of the items considered shall be represented by the 
FFD methodology. The location vectors of the FFD control points are known to be 
the genes, and then the chromosomes for the profiles are determined by the gene 
sequence. The population is made up of several chromosomes individuals, where 
the fitness functions of individuals are assessed using BEM. The numerical results 
are depicted graphical forms to show the effects of viscosity and magnetic fields on 
the three temperatures, displacement components, microrotation components, pore 
pressure, electric potential, and thermal stress components. The validity, accuracy, 
and computational efficiency of the proposed BEM technique were demonstrated 
by comparing our BEM-obtained results with the corresponding results of normal 
mode analysis method (NMAM), finite difference method (FDM), and finite element 
method (FEM).

Keywords Anisotropic · Boundary element modeling · Genetic algorithm · 
Micropolar magneto-thermoviscoelasticity · Porous smart structures · Simulation 
and optimization
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Nomenclature
  Micropolar constants

�ij  Stress–temperature coefficients, N/K m2

�ij  Kronecker delta (i, j = 1, 2)

�ij  Strain tensor
�ijk  Alternate tensor

  Micro-strain tensor
�  Thermodynamic temperature, K
�  Tractions, Pa

�0  Magnetic permeability (G/Oe)

�0  Viscoelastic relaxation time, s
�  Weights of control points
�  Density 

(
kg ⋅ m−3

)
�ij  Force stress tensor, Pa

�0  Reference stress
�  Time, s
�0, �1, �2  Relaxation times, s
�ij  Maxwell’s stress tensor
�i  Microrotation 

(
rad ⋅ s−1

)
Φ  Electric potential, V
�  Porosity
Ω  Angular velocity 

(
rad ⋅ s−1

)
ℵ ∶ =

(
1 + 𝜗0

𝜕

𝜕𝜏

)
  Viscoelastic constant

Cv�  Specific heat capacity (J/kg ⋅ K)

Cijkl  Constant elastic moduli, GPa

Di  Electric displacement, m
Ei  Electric field vector (V/m)

e  = �kk = �kk dilatation
  Piezoelectric tensor

Fi  Mass force vector, N
  Permittivity tensor (F∕m)

Hi  Magnetic field vector, Oe

h̃  Perturbed magnetic field 
(
N∕A2

)
J  Micro-inertia coefficient
�  Current density vector 

(
A∕m2

)
��  Thermal conductivity (W∕K m)

Mi  Mass couple vector
mij  Couple stress tensor, Pa

Ni,o(t)  Basis functions of order o
Pi  Control points
p  Pore pressure, Pa

T�  Temperature functions, K
ui  Displacement vector, m
�ei  Electron–ion energy coefficient, J
�er  Electron–phonon energy coefficient, J
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1 Introduction

Nowadays, the development of smart structures will undoubtedly be actually 
the most essential task in several fields of science and technology such as bio-
engineering, information science, aerospace engineering, microelectronics, com-
puter science, medical treatment, energy, safety engineering, transportation, life 
science, military technologies, robotics, and vibration/shape control. Therefore, 
several applications and industries have been developed to give the increasing 
importance to the field of smart structures research.

The classical thermoelasticity (CTE) theory proposed by Duhamel [1] and 
Neuman [2] has two deficiencies: The first deficiency is that the equation of heat 
conduction related to this theory does not involve any elastic terms, which shows 
up opposite to the reality that elastic changes create thermal impacts. The second 
deficiency is that the equation of heat conduction is of a parabolic form, predict-
ing infinite speeds of proliferation of heat waves opposite to physical perceptions. 
Biot [3] has developed the classical coupled thermoelasticity (CCTE) theory to 
address the first deficiency in CTE. Lord and Shulman (L–S) [4] developed the 
extended thermoelasticity (ETE) theory, where the Fourier’s law is replaced by 
the Maxwell–Cattaneo law. This theory is also known as the theory of general-
ized thermoelasticity with one relaxation time. Green and Lindsay (G–L) [5] 
proposed the temperature-rate-dependent thermoelasticity (TRDTE) theory tak-
ing into consideration two relaxation times that relate the stress and entropy to 
the temperature. Green and Naghdi (G–N) [6, 7] proposed three linear general-
ized thermoelasticity theories which are denoted as GN theories of type I, II, and 
III. Model I is based on Fourier’s law of heat conduction, model II deals with 
thermoelastic behavior without energy dissipation, and model III deals with ther-
moelastic interaction with energy dissipation. Hetnarski and Ignaczak (H–I) [8] 
introduced the low-temperature thermoelasticity model which is characterized by 
a system of nonlinear field equations in which both the free energy and the heat 
flux depend on the temperature, the strain tensor, and elastic heat flow. Tzou [9, 
10] introduced the dual phase-lag (DPL) heat conduction model that includes two 
time (phase) lags of heat flux and temperature gradient in Fourier law of heat 
conduction in order to take into consideration the phonons–electrons interactions. 
The DPL heat conduction model is extended to the dual-phase-lag thermoelastic-
ity (DPLTE) [11, 12]. Roychoudhuri [13] has recently introduced a three-phase-
lag thermoelastic model that takes into account the phase-lag of heat flux, phase-
lag of temperature gradient, and phase-lag of thermal displacement gradient. In 
the three-phase-lag model, the constitutive variable is the thermal displacement 
gradient, whereas in the conventional thermoelasticity theory, the constitutive 
variable is the temperature gradient. This more general model can be reduced to 
the previous models as special cases.

Chen and Gurtin [14] introduced the two-temperatures heat conduction theory 
in deformable bodies, which depends on the conductive temperature and thermo-
dynamic temperature. Youssef [15] investigated this theory in the context of the 
generalized theory of thermoelasticity. Fahmy [16] developed the time-domain 
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dual reciprocity boundary element technique for solving optimization problems in 
the context of two-temperature generalized magneto-thermoelasticity. Fahmy [17] 
used the boundary element model to place the basics of three-temperature theory 
in the thermoelasticity field under the influence of multiple fields. The linear the-
ory of elasticity which describes the mechanical behavior of the solid materials 
can not represent the behavior of polymers and elastomers. Therefore, the linear 
theory of micropolar elasticity [18] has been developed to describe the mechani-
cal behavior of such materials. Then, Eringen [19] extended it to micropolar ther-
moelasticity. These different theories and models of micropolar elasticity and 
thermoelasticity have attracted much  research  attention  from  many researchers, 
among of them are research in [20–34].

Since the temperature fields are always an initial step in thermoelastic compu-
tations where the stresses are strongly affected by accuracy of heat transfer calcu-
lations. Hence we discuss the nonlinear three-temperature radiative heat conduc-
tion formulation which guarantees the accuracy of the solution of the considered 
problem. The energy conservation can be further approximated by three nonlinear 
time-dependent radiative heat conduction equations coupled with each other by 
exchanging energy from phonon to electron at first and then transmitting energy 
from electron to ion later.

One can find that the time consumption during solution of the whole system of 
the considered general and complex problem due to the energy equation. Hence, 
improved efficient numerical methods to solve the energy equation are needed. Due 
to its strong nonlinearity and discontinuity, the numerical solution and simulation of 
such problems are often very difficult and need the development of new approaches. 
It is necessary and critical to develop appropriate highly accurate numerical 
schemes and to design energy-efficient algorithms for the corresponding discrete 
system. Fortunately, we can decouple the radiation poro-visco-elastodynamics equa-
tions into the 3-T radiative heat conduction equations, which are described by the 
coupled radiation diffusion equations of electron, ion and phonon temperatures and 
poro-visco-elastodynamics governing equation with preserving main and essential 
properties.

The boundary element method (BEM) was implemented successfully for solving 
a wide class of engineering and industrial applications due to its straightforward-
ness, effectiveness, and ease of execution [35–60]. The boundary element formu-
lation of the micropolar thermoelasticity was introduced by Sladek and Sladek 
[61–63] and developed by Huang and Liang [64].

Evolutionary computation has received significant attention for determining opti-
mal solutions to industrial and engineering problems [65–67]. Due to advantages of 
the genetic algorithm such as reaching an optimum solution, even in the presence of 
complex shapes and reducing computational cost of finding optimum solution. The 
GA can deal with the multi-objective problems easily and we don’t need to calculate 
the sensitivities.

The main aim of the present article is to propose a new boundary element 
modeling technique for simulation and optimization three-temperature aniso-
tropic micropolar magneto-thermoviscoelastic problems in porous smart struc-
tures, where we used two-dimensional three-temperature (2D 3-T) nonlinear 
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time-dependent radiative heat conduction equations coupled with electron, ion 
and phonon temperatures and implemented the genetic algorithm (GA), as an 
optimization method based on free form deformation (FFD) technique, the nonu-
niform rational B-spline curve (NURBS) was used to model optimized bound-
ary. The numerical results of the considered problem are presented graphically to 
show the effects of viscosity and magnetic fields on the three temperatures, dis-
placement components, microrotation components, pore pressure, electric poten-
tial and thermal stress components. For comparison purposes with other methods 
which are special cases of our general and complex study, we considered the one-
dimensional case of the current problem. The validity, efficiency and accuracy of 
our proposed BEM technique were confirmed by comparing our BEM-obtained 
results with the corresponding results of NMAM, FDM and FEM.

2  Formulation of the Problem

With reference to a rectangular Cartesian system 
(
x1, x2, x3

)
 shown in Fig. 1, we 

consider an anisotropic micropolar porous smart structure with a configuration 
R =

{
0 < x1 < 𝛼, 0 < x2 < 𝛽, 0 < x3 < 𝛾

}
 bounded by a closed surface S , and Si 

(i = 1, 2, 3, 4, 5, 6, 7, 8) denotes subsets of S such that 
S1 + S2 = S3 + S4 = S5 + S6 = S7 + S8 = S.

According to Lukaszewicz [21] who introduced the governing equations of 
micropolar fluids in the context of elasticity and Eringen [22] who introduced 
the governing equations of magnetohydrodynamics piezoelectricity of micropo-
lar viscous fluids, the governing equations of Eringen can be combined with the 
three-temperature radiative heat conduction theory [17] to obtain the govern-
ing equations for the three-temperature micropolar magneto-thermoviscoelastic 

Fig. 1  Computational domain of the considered problem
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problems in the context of anisotropic porous smart structures which can be writ-
ten in non-dimensionless form as follows

where

The three-temperature radiation heat transfer equations can be expressed as

(1)𝜎ij,j + 𝜑ij,j + 𝜌Fi = 𝜌üi + 𝜙𝜌Fv̈i

(2)mij,j + 𝜀ijk𝜎jk + 𝜌Mi = J𝜌�̈�i

(3)Di,i = 0

(4)�̇� + qi,i = ℂ

(5)
Cijkl = Cklij = Cjikl, �ij = �ji

(6)𝜑ij = 𝜇0

(
h̃iHj + h̃jHi − 𝛿ji

(
h̃kHk

))

(7)

(8)

(9)� = Auk,k +
�2

R
p

(10)qi = −k

(
p,i + 𝜌Füi +

𝜌0 + 𝜙𝜌F

𝜙
v̈i

)

(11)
�ij = �ij − �ijk

(
rk − �k

)
, �ij =

1

2

(
ui,j + uj,i

)
, El = −Φl, ri =

1

2
�iklul,k

(12)Cve

�Te(r, �)

��
−

1

�
∇
[
�e∇Te(r, �)

]
= −�ei

(
Te − Ti

)
−�er

(
Te − Tr

)

(13)Cvi

�Ti(r, �)

��
−

1

�
∇
[
�i∇Ti(r, �)

]
= �ei

(
Te − Ti

)
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In which Cv� =

⎧
⎪⎨⎪⎩

ce � = e

ci � = i

crT
3
r
� = r

and �� =

⎧
⎪⎨⎪⎩

�eT
5∕2
e � = e

�iT
5∕2

i
� = i

�rT
3+�
r

� = r

 where we consid-

ered that � = Te + Ti + Tr , Te, Ti and Tr are temperature functions of electron, ion 
and phonon, respectively, 0 ≤ � ≤ Tmax , �� = ��

(
�, T�

)
(� = e, i, r) are heat conduc-

tive coefficients of electron, ion and phonon, respectively, � is the material den-
sity  which is constant inside each subdomain, energy exchanging coefficients are 
�ei = ��eiT

−2∕3
e  and �er = ��erT

−1∕2
e  , c�(� = e, i, r) are constants, ��(� = e, i, r) . 

The proposed solution algorithm of the considered problem is described in Fig. 2.

3  BEM Modeling for Temperature Field

The two-dimensional three-temperature (2D-3T) radiative heat conduction 
Eqs. 12–14 can be expressed as follows

where

The unit mass total energy is given by

The considered conditions can be composed as

By using the fundamental solution that satisfies the following differential equation

(14)Cvr

�Tr(r, �)

��
−

1

�
∇
[
�r∇Tr(r, �)

]
= �er

(
Te − Tr

)

(15)∇
[
��∇T�(r, �)

]
+�(r, �) = c���1

�T�(r, �)

��

�(r, �) =

⎧
⎪⎨⎪⎩

−��ei

�
Te − Ti

�
−��er

�
Te − Tr

�
, � = e, �1 = 1

��ei

�
Te − Ti

�
, � = i, �1 = 1

��er

�
Te − Tr

�
, � = r, �1 = T3

r

(16)P = Pe + Pi + Pr, Pe = ceTe, Pi = ciTi, Pr =
1

4
crT

4
r

(17a)T�(x, y, 0) = T0
�
(x, y) = g1(x, �)

(17b)��

�T�

�n

||||Γ1

= 0, � = e, i, Tr
||Γ1

= g2(x, �)

(17c)��

�T�

�n

||||Γ2

= 0, � = e, i, r
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Fig. 2  Algorithm of solution of the considered problem
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where pi are singular points.
The direct formulation of the integral equation corresponding to transient heat 

conduction can be obtained by employing the dual reciprocity boundary element 
method of Fahmy [17] as follows

which can be expressed as follows

To transform the domain integral in (20) to the boundary, we suppose that time 
temperature derivative can be approximated in terms of known functions f j(r) and 
unknown coefficients aj(�) as follows

Now, we assume that T̂ j
𝛼 is a solution of

Thus, Eq. 20 results in the following form

where

and

ere f −1
ji

 are defined as [34]

(18)D∇2T� +
�T∗

�

�n
= −�

(
r − pi

)
�(� − r), D =

��

�c

(19)

CT� =
D

��

�

∫
O

∫
S

[
T�q∗ − T∗

�
q
]
dSd� +

D

��

�

∫
O

∫
R

bT∗
�
dRd�+∫

R

Ti
�
T∗
�

|||�=0
dR

(20)CT� = ∫
S

[
T�q∗ − T∗

�
q
]
dS−∫

R

��

D

�T∗
�

��
T�dR

(21)
�T�

��
≅

N∑
j=1

f j(r)jaj(�)

(22)∇2T̂ j
𝛼
= f j

(23)CT = ∫
S

[
T𝛼q∗ − T∗

𝛼
q
]
dS +

N∑
j=1

aj(𝜏)D−1

(
CT̂j

𝛼
− ∫

S

[
Tj
𝛼
q∗ − q̂jT∗

𝛼

]
dS

)

(24)q̂j = −�𝛼

𝜕T̂
j
𝛼

𝜕n

(25)aj(�) =

N∑
i=1

f −1
ji

�T
(
ri, �

)
��

(26){F}ji = f j
(
ri

)
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By applying the BEM discretization scheme to Eq.  23 and using Eq.  25, we 
obtain the following set of ordinary differential equations

The diffusion matrix can be defined as

with

Now, we interpolate the functions T� and q as

where 0 ≤ � =
�−�m

�m+1−�m
≤ 1.

By applying differentiation of Eq. 33 with respect to � get

Substitution of Eqs. 33–35 into Eq. 27, yields

which can be written as

The successive over-relaxation (SOR) method requires less memory in comparison 
with the Jacobi and Gauss–Seidel iterative methods [35], so it was efficiently imple-
mented to solve the resulting linear algebraic systems.

4  BEM Modeling for Displacement Field

By applying the weighted residual method to Eqs. 1–4, we obtain

(27)CṪ𝛼 + HT𝛼 = GQ

(28)C = −
[
HT̂𝛼 − GQ̂

]
F−1D−1

(29)
{

T̂
}

ij
= T̂ j

(
xi

)

(30)
{

Q̂
}

ij
= q̂j

(
xi

)

(31)T� = (1 − �)Tm
�
+ �Tm+1

�

(32)q = (1 − �)qm + �qm+1

(33)Ṫ𝛼 =
dT𝛼

d𝜃

d𝜃

d𝜏
=

Tm+1
𝛼

− Tm
𝛼

𝜏m+1 − 𝜏m
=

Tm+1
𝛼

− Tm
𝛼

Δ𝜏m

(34)
(

C

Δ�m
+ �H

)
Tm+1
�

− �GQm+1 =
(

C

Δ�m
− (1 − �)H

)
Tm
�
+ (1 − �)GQm

(35)

(36)∫
R

(
�ij,j + Ui

)
u∗

i
dR = 0
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where u∗
i
, �∗

i
, Φ∗

i
 and p∗

i
 are weighting functions, 

Ui = 𝜑ij,j + 𝜌Fi − 𝜌üi − 𝜙𝜌Fv̈i and Vi = 𝜌
(
Mi − J�̈�i

)
.

Now, we consider the following boundary conditions

By applying integration by parts to Eqs. 36–39, we get

(37)∫
R

(
mij,j + �ijk�jk + Vi

)
�∗

i
dR = 0

(38)∫
R

(
D,i

)
Φ∗

i
dR = 0

(39)∫
R

(
q,i + �̇�i − ℂi

)
p∗

i
dR = 0

(40a)ui = ui on S1

(40b)�i = �ijnj = �i on S2

(40c)�i = �i on S3

(40d)�i = mijnj = �i on S4

(40e)Φ = Φ on S5

(40f)Q =
�Φ

�n
= Q on S6

(40g)p = p on S7

(40h)L =
�p

�n
= L on S8

(41)−∫
R

�iju
∗
i,j

dR + ∫
R

Uiu
∗
i
dR = −∫

S2

�iu
∗
i
dS

(42)−∫
R

mij�
∗
i,j

dR + ∫
R

�ijk�jk�
∗
i
dR + ∫

R

Vi�
∗
i
dR = −∫

S4

�i�
∗
i
dS
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On the basis of Huang and Liang [64], we obtain

By applying integration by parts to (45), we obtain

Based on Eringen [68], we can write

Hence, Eq. 46 can be expressed as

(43)−∫
R

DΦ∗
i,i

dR == −∫
S6

QiΦ
∗
i
dS

(44)−∫
R

qp∗
i,i

dR + ∫
R

�̇�ip
∗
i
dR − ∫

R

ℂip
∗
i
dR = −∫

S8

Lip
∗
i
dS

(45)

− ∫
R

𝜎ij,ju
∗
i
dR + ∫

R

(
mij,j + 𝜀ijk𝜎jk

)
𝜔∗

i
dR + ∫

R

Uiu
∗
i
dR

+ ∫
R

Vi𝜔
∗
i
dR − ∫

R

DΦ∗
i,i

dR − ∫
R

qp∗
i,i

dR + ∫
R

�̇�ip
∗
i
dR − ∫

R

ℂip
∗
i
dR = ∫

S2

(
𝜆i − 𝜆i

)
u∗

i
dS + ∫

S1

(
ui − ui

)
𝜆∗

i
dS

+ ∫
S4

(
𝜇i − 𝜇i

)
𝜔∗

i
dS + ∫

S3

(
𝜔i − 𝜔i

)
𝜇∗

i
dS + ∫

S6

(
Qi − Qi

)
Φ∗

i
dS + ∫

S5

(
Φi − Φi

)
Q∗

i
dS + ∫

S8

(
Li − Li

)
p∗

i
dS + ∫

S7

(
pi − pi

)
L∗

i
dS

(46)

− ∫
R

𝜎ij𝜀
∗
ij
dR − ∫

R

mij,j𝜔
∗
i,j

dR + ∫
R

Uiu
∗
i
dR + ∫

R

Vi𝜔
∗
i
dR − ∫

R

DΦ∗
i,i

dR

− ∫
R

qp∗
i,i

dR + ∫
R

�̇�ip
∗
i
dR − ∫

R

ℂip
∗
i
dR = −∫

S2

𝜆iu
∗
i
dS − ∫

S1

𝜆iu
∗
i
dS + ∫

S1

(
ui − ui

)
𝜆∗

i
dS − ∫

S4

𝜇i𝜔
∗
i
dS − ∫

S3

𝜇𝜔∗
i
dS

+ ∫
S3

(
𝜔i − 𝜔i

)
𝜇∗

i
dS − ∫

S6

QiΦ
∗
i
dS − ∫

S5

QiΦ
∗
i
dS + ∫

S5

(
Φi − Φi

)
Q∗

i
dS − ∫

S8

Lip
∗
i
dS − ∫

S8

Lip
∗
i
dS + ∫

S7

(
pi − pi

)
L∗

i
dS

(47)�ij = �ijkl�kl, mij = �ijkl�k,l where �ijkl = �klij and �ijkl = �klij

(48)

− ∫
R

𝜎∗
ij
𝜀ijdR − ∫

R

m∗
ij,j
𝜔i,jdR + ∫

R

Uiu
∗
i
dR + ∫

R

Vi𝜔
∗
i
dR − ∫

R

DΦ∗
i,i

dR

− ∫
R

qp∗
i,i

dR + ∫
R

�̇�ip
∗
i
dR − ∫

R

ℂip
∗
i
dR = −∫

S2

𝜆iu
∗
i
dS − ∫

S1

𝜆iu
∗
i
dS

+ ∫
S1

(
ui − ui

)
𝜆∗

i
dS − ∫

S4

𝜇i𝜔
∗
i
dS − ∫

S3

𝜇i𝜔
∗
i
dS + ∫

S3

(
𝜔i − 𝜔i

)
𝜇∗

i
dS

− ∫
S6

QiΦ
∗
i
dS − ∫

S5

QiΦ
∗
i
dS + ∫

S5

(
Φi − Φi

)
Q∗

i
dS − ∫

S8

Lip
∗
i
dS

− ∫
S8

Lip
∗
i
dS + ∫

S7

(
pi − pi

)
L∗

i
dS
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Using integration by parts again for the left-hand side of (48) and using boundary 
conditions, we obtain

The obtained weighting functions for a point load Ui = Δn and Vi = 0 along the unit 
vector direction el were first used as follows:

The fundamental solution of Dragos [69] may be written as

The obtained weighting functions for a point load Ui = 0 and Vi = Δn along the unit 
vector direction el were next used as follows:

Based on Dragos [69] the fundamental solution may be expressed as

By applying the above two sets of weighting functions to (49) we have

(49)

∫
R

�∗
ij,j

uidR + ∫
R

(
m∗

ij,j
+ �ijk�

∗
jk

)
�idR

= −∫
S

u∗
i
�idS − ∫

S

�∗
i
�idS

= −∫
S

Φ∗
i
QidS − ∫

S

p∗
i
LidS + ∫

S

�∗
i
uidS + ∫

S

�∗
i
�idS

+ ∫
S

Q∗
i
ΦidS + ∫

S

L∗
i
pidS

(50)�∗
lj,j

+ Δnel = 0

(51)m∗
ij,j

+ �ijk�
∗
jk
= 0

(52)
u∗

i
= u∗

li
el, �∗

i
= �∗

li
el, Φ∗

i
= Φ∗

li
el, p∗

i
= p∗

li
el, �∗

i
= �∗

li
el, �∗

i
= �∗

li
el, Q∗

i
= Q∗

li
el, L∗

i
= L∗

li
el

(53)�∗∗
ij,j

= 0

(54)m∗∗
lj,j

+ �ljk�
∗∗
jk

+ Δnel = 0

(55)
u∗

i
= u∗∗

li
el, �∗

i
= �∗∗

li
el, Φ∗

i
= Φ∗∗

li
el,

p∗
i
= p∗∗

li
el, �∗

i
= �∗∗

li
el �

∗
i
= �∗∗

li
el, Q∗

i
= Q∗∗

li
el, L∗

i
= L∗∗

li
el

(56)

Cn
li
un

i
= −∫

S

�∗
li
uidS − ∫

S

�∗
li
�idS − ∫

S

Q∗
li
ΦidS

− ∫
S

L

∗
li
pidS + ∫

S

u∗
li
�idS + ∫

S

�∗
li
�idS + ∫

S

Φ∗
li
QidS + ∫

S

p∗
li
LidS
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Thus, we can write

where

Now, we introduce the following functions.

By applying (59) to (58), we have.

which may be expressed as

(57)

Cn
li
�n

i
= −∫

S

�∗∗
li

uidS − ∫
S

�∗∗
li
�idS − ∫

S

Q∗∗
li
ΦidS

− ∫
S

L

∗∗
li

pidS + ∫
S

u∗∗
li
�idS + ∫

S

�∗∗
li
�idS�∗∗

li
�idS + ∫

S

Φ∗∗
li

QidS + ∫
S

p∗∗
li

LidS

(58)

(59)

(60)
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where

Therefore, Eq. (61) may be written as

which can be expressed as

the vector ℚ represents all the values of displacements and microrotations, the vec-
tor ℙ represents all the tractions and couple stress vector, the vector Θ represents 
all the values of electric potential, the vector � represents all the values of electric 
potential gradients, the vector  represents all the values of pore pressure and the 
vector  represents all the values of pore pressure gradients before applying bound-
ary conditions.

Now, we can write (64) as follows

We apply successive over-relaxation (SOR) as described in Golub and Van 
Loan [70] to solve the system (65) and obtain all boundary values.

5  Evolutionary shape optimization of micropolar smart structures

During the optimisation of smart systems, two requirements can be applied.

I. The minimum global compliance:

(61)

(62)ℍ
ij =

{
ℍ̂ij if i ≠ j

ℍ̂ij + Ci if i = j

(63)

(64)

(65)�� = �

(66)F =
1

2 ∫
S

(� ⋅ u)dS
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  where � is the tractions, u is the field of boundary displacements.

 II. The minimum boundary equivalent stresses

In which �ij are equivalent stresses on the boundary, �0 is a reference stress and n 
is a natural number.

In order to obtain the optimal temperature boundary conditions, we apply the fol-
lowing functional

where u is a boundary displacement and u0 is a reference displacement.
Now, we use the following functional to determine the inner boundary

where ûk and �̂�l are measured values of displacements and temperatures, uk and �l 
are computed values of displacements and temperatures in boundary points k and l , 
respectively, � and � are weight coefficients, M , N are numbers of sensors.

(67)F = ∫
S

(
�ij

�0

)n

dS

(68)F = ∫
S

(
u

u0

)n

dS

(69)F = 𝛿

M∑
k=1

(
uk − ûk

)
+ 𝜂

N∑
l=1

(
𝜃l − �̂�l

)

Fig. 3  Variation of the three temperatures ��, ��, �� and considered temperature � with the time τ
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6  Numerical Results and Discussions

The proposed technique implemented in the present paper should be applicable to 
a wide range of three-temperature micropolar magneto-thermoviscoelastic prob-
lems in anisotropic porous smart structures. All the physical parameters satisfy 

Fig. 4  Variation of the displacement �
1

 with the time τ

Fig. 5  Variation of the displacement �
2

 with the time τ

Fig. 6  Variation of the microrotation �
1

 with the time τ
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the initial and boundary conditions. The validity, accuracy and efficiency of our 
model has been enhanced by using NURBS to reduce the iteration number and 
computation time.

Fig. 7  Variation of the microrotation �
2

 with the time τ

Fig. 8  Variation of the pore pressure � with the time τ

Fig. 9  Variation of the electric potential � with the time τ
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In order to compute the effect of the viscosity and magnetic fields on the 
displacement components, microrotation components, pore pressure and elec-
tric potential in an anisotropic micropolar magneto-thermoviscoelastic porous 
smart structures, a comparison of the results is presented graphically for the 

Fig. 10  Variation of the thermal stress �
11

 with the time τ

Fig. 11  Variation of the thermal stress �
12

 with the time τ

Fig. 12  Variation of the thermal stress �
22

 with the time τ
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following different cases: the solid line denoted by “A” represents the solution 
in the absence of viscosity effect ( ℵ = 1 ) and in the absence of magnetic effect 
( �0 = 0 ), the dashed line denoted by “B” represents the solution in the absence 
of viscosity effect ( ℵ = 1 ) and in the presence of magnetic effect ( �0 = 0.5 ), the 
dashed-dotted line denoted by “C” represents the solution in the presence of 
viscosity effect ( ℵ ≠ 1 ) and in the absence of magnetic effect ( �0 = 0 ), and the 
dotted denoted by “D” represents the solution in the presence of viscosity effect 
( ℵ ≠ 1 ) and in the presence of magnetic effect ( �0 = 0.5).

Figure 3 shows the variations of the three temperatures Te, Ti, Tr and consid-
ered temperature � with the time �.

Figures 4 and 5 show the variation of the displacement components u1 and u2 
with the time � . It can be shown from these figures that the viscosity and mag-
netic fields have strong effects on the displacement components.

Figures 6 and 7 show the variation of the microrotation components �1 and �2 
with the time � . It can be seen from these figures the viscosity and magnetic fields 
have strong effect on the microrotation components.

Figure  8 shows the variation of the pore pressure with the time � . It can be 
seen from this figure viscosity has a significant effect on pore pressure p but the 
magnetic field has a weak effect on pore pressure.

Figure 9 shows the variation of the electric potential with the time � . It can be 
noted from this figure that the viscosity and magnetic fields have weak effect on the 
electric potential.

Fig. 13  Optimized smart struc-
ture for example 1, where all 
dimensions given in the figure 
are in centimeters

Table 1  Genetic parameters 
used by the algorithm for 
Example 1

Population size 200
Number of generations 100
Selection scheme RSSWR
Crossover scheme Uniform crossover
Mutation scheme Normal
Other operators Elitism
Crossover probability 0.8
Mutation probability 0.005
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Fig. 14  The optimal shape of smart structure for example 1 for (a) θ = 0 K, (b) θ = 100 K, (c) θ = 200 K, 
and (d) θ = 300 K

Fig. 15  Optimized smart structure for example 2, where all dimensions given in the figure are in centim-
eters
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Figures 10, 11, and 12 show the variations of the thermal stresses σ11 , σ12 and 
σ22 with the time � . It can be shown from these figures that the viscosity and mag-
netic fields have significant effects on the thermal stresses.

Two numerical examples are presented herein, in order to prove that the pro-
posed technique is able to optimize the shape of the domains with minimum com-
putational effort.

A nonuniform rational B-spline curve (NURBS) can be described as follows

(70)C(t) =

∑n

i=0
Ni,o(t)�iPi∑n

i=0
Ni,o(t)�i

Table 2  Genetic parameters 
used by the algorithm for 
Example 2

Population size 100
Number of generations 50
Selection scheme RSSWR
Crossover scheme Uniform crossover
Mutation scheme Normal
Other operators Elitism
Crossover probability 1.0
Mutation probability 0.02

Fig. 16  The optimal shape of smart structure for example 2 for (a) θ = 0 K, (b) θ = 100 K, (c) θ = 200 K, 
and (d) θ = 300 K
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Fig. 17  Variation of the considered temperature � with the time τ 

Fig. 18  Variation of the displacement u
1

 with the time τ 

Fig. 19  Variation of the microrotation �
1

 with the time τ 
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Example 1 A shape optimization of the micropolar smart structure presented in 
Fig. 13 is considered. NURBS was used to model optimized boundary. The fitness 
function is given by (66) with constrains on the upper bound of the volume of the 
micropolar smart structure.

Table  1 contains evolutionary parameters which were applied as in Cerrolazaa 
et al. [60]. The optimal shape of the micropolar smart structure for different values 
of temperature � is presented in Fig. 14.

Example 2. A shape optimization of the micropolar smart structure presented in 
Fig. 15 is considered. NURBS has been used to model optimized boundary. The fit-
ness function is given by (67) with constrains on the upper bound of the volume of 
the micropolar smart structure.

Table  2 contains evolutionary parameters which were applied as in Cerrolazaa 
et al. [60]. The optimal shape of the micropolar smart structure for different values 
of temperature � is presented in Fig. 16.

Due to nature of the considered problem, either analytical or numerical solutions 
are very difficult to obtain in general and as far as we know, there are no analytical or 
numerical solutions in the literature for the considered problem. But some literatures 
may be considered as special cases from our BEM results. Therefore, we compare 

Fig. 20  Blade tip deflections for 75 m/s
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our one-temperature results with some previously known from the literature. In the 
special case under consideration, the results are plotted in Figs. 17, 18 and 19. The 
validity, accuracy and efficiency of the proposed methodology was demonstrated by 
comparing our one-temperature BEM results with those obtained using the normal 
mode analysis method (NMAM) [71], FDM [72] and FEM [73]. It is noticed from 
these results that the BEM are in excellent agreement with the NMAM, FDM and 
FEM.

In order to validate the BEM numerical simulations, we considered the same 
standstill case for wind turbine structure of Jonkman et al. [74]. The results of this 
case are presented graphically in Fig. 20, it can be noted, that the proposed BEM 
results for edgewise deflection (EWD) and flapwise deflection (FWD) are in an 
excellent agreement with the finite element results of simulation with COMSOL 
multiphysics software.

7  Conclusion

The study of the numerical results and figures helps us to make some final remarks:

 (1) The research of the present study has received considerable attention due to 
its practical applications in several fields such as plasma physics, petroleum 
and mineral prospecting, geophysics, geomechanics, earthquake engineering, 
nuclear reactors, space vehicles, aircraft, materials science, fiber-optic com-
munication, fluid mechanics, oceanology, automobile industries and other 
industrial applications

 (2) The domain methods include the simulation of the entire geometry, including 
the surrounding area. But BEM just needs to solve the unknowns on the bound-
ary. Therefore, BEM solves problems with more efficiency and accuracy than 
domain methods and reduces the computational costs of its solver.

 (3) The genetic algorithm (GA) has been implemented as an optimization method 
based on free form deformation (FFD) technique and using NURBS to the 
shape optimization of the anisotropic micropolar magneto-thermoviscoelastic 
porous smart structures.

 (4) For closed or open boundary problem BEM users need only to deal with real 
geometry boundaries. The considered problem is associated with open bound-
ary structures problems. For these open boundary structures problems, FDM 
and FEM use artificial boundaries, which are far away from the real structure. 
Also, these artificial boundaries are also becoming a big challenge for FDM 
users and FEM users. So, BEM becomes the best method for the considered 
problem.

 (5) The presence of viscosity and magnetic fields in the current study play a sig-
nificant role in all the physical quantities and their design sensitivities during 
optimization.

 (6) All the field variables satisfy the initial and boundary conditions.
 (7) The validity and accuracy of the proposed BEM technique was verified by com-

paring obtained results of our current general research with the corresponding 



 International Journal of Thermophysics (2021) 42:29

1 3

29 Page 26 of 28

normal mode analysis method (NMAM), FDM and FEM, it is noted that the 
BEM results are in excellent agreement with the FDM and FEM results, and 
therefore our results thus confirm the accuracy of BEM technique.

 (8) The fluid–structure coupled simulations are performed to validate the proposed 
BEM simulations.

 (9) From the research that has been performed, it is possible to conclude that the 
proposed BEM technique is effective and stable for time-domain problems in 
micropolar magneto-thermoviscoelasticity.

 (10) Current numerical results for our complex and general problem may provide 
interesting information for computer scientists and engineers, geotechnical, 
geothermal engineers and material science researchers as well as for those 
working on the creation of micropolar magneto-thermoviscoelastic structures.

 (11) It can be concluded from this paper that Some well-known micropolar thermoe-
lasticity theories such as micropolar porothermoelasticity, micropolar magneto-
thermoelasticity and micropolar thermoviscoelasticity can be combined with 
the three-temperature radiative heat conduction theory to describe the deforma-
tion of anisotropic multi-material smart structures and nano structures.
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a b s t r a c t 

In this article the characteristics of the extensional and flexural modes, propagating in a 

thermoelastic orthotropic layer lying over a viscoelastic half-space, are analyzed. The com- 

plete analysis is carried out in the framework of a thermodynamically consistent hyper- 

bolic type heat conduction model without energy dissipation. The normal-mode-analysis is 

adopted and a general form of dispersive equation is derived for an anisotropic thermoe- 

lastic layered medium. A prominent distinction with the isotropic elastic solids is observed 

in the symmetric as well as anti-symmetric modes of dispersion curves. In turn, such de- 

formation reshapes the wave propagation while the deformation stiffening changes signif- 

icantly the phase velocities of the wave till the acoustic radiation stresses are balanced by 

elastic stresses in the current configuration of the hyperelastic medium. 

© 2020 Elsevier Inc. All rights reserved. 

1. Introduction 

Seismology is the study of earthquake and seismic wave that tells about the structure of Earth and a detail information 

about the earthquake environmental effects. The science of seismology aims simultaneously to know the infrastructure of 

the Earth’s interior with the help of seismic wave phenomena and to study the nature of earthquake sources with ultimate 

goal of mitigating and eventually controlling the phenomena. If the Earth rapidly displaced at some point and the energy, 

imparted into the Earth’s surface by the source of the distortion, can be transmitted in the form of elastic waves. 

There are two types of surface waves exist, while analyzing the seismic waves, propagating on land: Rayleigh and Love 

waves. The first once described mathematically by Lord Rayleigh, while it was Prof. Love who, in 1911, described the kind 

of waves that were then named after him. Rayleigh wave is a type of surface wave that travels along the surface of solids. 

They can be produced in materials in many ways, such as by a localized impact or by piezo-electric transduction, and are 

frequently used in non-destructive testing for detailing defects. Rayleigh waves are part of the seismic waves that are pro- 

duced on the Earth by earthquakes. When guided in layers they are referred to as Lamb waves, Rayleigh–Lamb waves. The 

problems of propagation of Love waves in the anisotropic and non-homogeneous medium have of great practical impor- 

tance. They are not only helpful in investigating the internal structure of Earth but also are very helpful to explore the 

natural resources buried inside the Earth’s surface. These waves are propagated when the solid medium near the surface 
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has non-homogeneous elastic properties. In Love-type waves, there is no particle motion in the vertical plane but particle 

motion takes place in the horizontal plane only and it is transverse to the direction of propagation. A detailed study on 

seismology and plate tectonics can be found from the book of Shearer [1] . Manna et al. [2] investigated the propagation of 

Love wave in a piezoelectric layer overlying an inhomogeneous elastic half-space. Seismic waves in heterogeneous layer ly- 

ing over an initially stressed heterogeneous half-space was studied by Kundu et al. [3] . Wave transport for a scalar model of 

the Love waves observed by Bal and Ryzhik [4] . The Influence of anisotropy on the Love waves in a self-reinforced medium 

had obtained by Pradhan et al. [5] . 

Characteristics analysis of waves in elastic plates is one of the classical problems of continuum mechanics. An extensive 

theoretical and experimental set of data are available in the literature on the properties of plate vibrations, particularly for 

elastic plates with traction free faces. Every technique implemented in the literature offers its own unique advantages in 

detecting certain types of defects [6–8] . Especially, Lamb waves are a form of elastic perturbations that can propagate in a 

solid plate with free boundaries; there are two types of polarised waves such as Extensional or Flexural waves and Shear- 

horizontal waves [9] . The temperature changes due to the elastic deformation cannot be ignored; therefore it is required to 

determine the thermal and mechanical fields in the body concurrently. 

In the last decade, the wave propagation in elastic and thermoelastic plate structures has received more attention due 

to its numerous engineering applications [10,11] . Gevorgyan [12] studied the thermoelastic wave propagation in a trans- 

versely isotropic heat-conducting as well as non-heat conducting elastic materials. the asymptotic expansion of the fre- 

quency equation for wave motion in a thermoelastic plate generated by the thermoelastic Rayleigh-Lamb equation does not 

give a adequate approximation. On account of non-linearity, it is hard to accomplish accurate resolution of lamb waves in 

an anisotropic media mathematically. 

Thermoelasticity is the coupling between the strain and temperature fields. Based on the irreversible thermodynamic 

processes, Biot discovered the governing equations of thermo-elastic conductivity. Later on, during last few decades, sev- 

eral researchers proposed numerous generalizations to get rid-off various shortcomings. Among them we can mention the 

works of Lord and Shulman, Green and Lindsay, Green and Naghdi and Chandrasekhariah (for details see the monograph of 

Ignaczak and Ostoja-Starzewski [13] and the Refs. therein). 

Anisotropy (basically orthotropy) of the solid is an accoutrement on the propagation of lamb waves, which is a determin- 

ing challenge and to be analysed. Here, an attempt is made to consider the consequences of anisotropy on the propagation 

of extensional and flexural waves. It is applicable for the assortment of engineering materials and its applications at several 

thermo-mechanical environment. 

An visco-elastic orthotropic thermoelastic medium is a considerable issue for the feasibility of thorough appliance in mis- 

cellaneous classifications that are applied in science and technology, especially in geophysics. In consideration of accurately 

representing the underground propagation of seismic waves, their processing, and interpolation, a media model is preferred 

that represents an anisotropic characteristic of composition and viscoelastic properties for the numeral computation and 

determination of wave field [14–19] . 

2. Mathematical modelling of the problem 

In the model used in this study guided waves propagate along an infinite layer of finite thickness lying over an infinite 

soil medium (in larger scale). Continuity of displacements and stresses is imposed at the interface between the layer and 

the soil. The dispersion of the guided wave is due to geometrical effects and leakage of energy to the embedding medium. 

The soil is assumed to behave as an elastic solid material since the guided waves introduce only small strain perturbations. 

The guided wave can be modelled by imposing surface boundary conditions on the equations of motion. However this 

approach introduces the dispersion phenomenon; that is the velocity of propagation of the guided wave along the plate 

being a function of frequency or equivalently wave length. 

2.1. Problem formulation 

In this paper, an orthotropic layer of finite thickness h lying over a visco-elastic half-space (as shown in Fig. 1 ), is con- 

sidered. The interface of these two media is considered as z = 0 , whereas z = −h is the free surface. Here z axis is directed 

vertically downward and x axis is assumed in the direction of the wave propagation. 

Consequently, the displacement components can be taken in the following form: u i = u i (x, z, t) , v i = 0 and w i = 

w i (x, z, t) ; 
(
i = 1 , 2 

)
. i = 1 denotes for upper layer medium and i = 2 stands for the lower vis-elastic half-space. T i repre- 

sents the temperature of the medium above the reference temperature. 

2.2. Boundary conditions 

We consider an incompressible thermoelastic body which, when undeformed and unstressed and in the absence of ther- 

mal fields, occupies the reference configuration, denoted B r , with boundary ∂B r . It is then subject to a static deformation 

due to the combined action of a thermal fields and mechanical surface and body forces. The deformed configuration is de- 

noted B , which has boundary ∂B . The two configuration are related by a deformation function χ which maps a point X 

in B r to x = χ(X ) in B . The deformation gradient tensor F = Gradχ satisfies the incompressibility constraint J ≡ detF = 1 , 
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Fig. 1. Schematic diagram of the problem. 

where Grad is the gradient operator with respect to X . It is further assumed that the material is electrically non-conducting 

and there is no electric field. Outside the material, which has been taken as vacuum (although a magnetizable, polarizable 

medium could also be considered). 

It is assumed that the top surface of the orthotropic layer z = −h is free from any traction and is isothermal. Therefore, 

at z = −h, the following conditions must hold: 

(i ) 
(
τzz 

)
1 = 0 

(ii ) 
(
τxz 

)
1 = 0 

(iii ) (T 1 ) ,z = 0 

(1) 

Moreover, the boundary conditions existing at the interface z = 0 must be specified. Two conditions are of particular in- 

terest in practical situations. The first is the case where two media are bounded together. Under such conditions, continuity 

of displacement and stress across the interface is required. Thus, for a bounded interface, we have 

(i ) 
(
τxz 

)
1 = 

(
τxz 

)
2 

(ii ) w 1 = w 2 

(iii ) T 1 = T 2 

(2) 

The last case is of particular interest in ultrasonics, where transducers used to launch and receive waves into and from a 

solid are often coupled by an oil or grease film to the media. 

3. Governing equations 

3.1. Orthotropic layered medium 

The dynamic equations for the thermoelastic orthotropic layer in absence of body forces and heat sources are given by 

∂(τxx ) 1 
∂x 

+ 

∂(τxz ) 1 
∂z 

= ρ1 
∂ 2 u 1 
∂ 2 t 

∂(τxz ) 1 
∂x 

+ 

∂(τzz ) 1 
∂z 

= ρ1 
∂ 2 w 1 

∂ 2 t 
(3) 

Heat conduction equation without energy dissipation is as follows: 

K ∗1 
∂ 2 T 1 
∂ 2 x 

+ K ∗3 
∂ 2 T 1 
∂ 2 z 

= ρ1 C e 
∂ 2 T 1 
∂ 2 t 

+ T 0 
∂ 2 

∂ 2 t 

[ 
β1 

∂u 1 
∂x 

+ β3 
∂w 1 

∂z 

] 
(4) 

where ( τ ij ) 1 are the stress tensor, βi (i = 1 , 3) represent the thermal moduli, ρ1 is the mass density, K ∗
i 

(i = 1 , 3) are the 

material’s constant characteristics of the elastic solid, C e is the specific heat at constant strain. T 1 is the absolute temperature 

above the reference temperature T 0 such that 
T 1 
T 0 

<< 1 . 

The constitutive relations for thermoelastic-orthotropic solids are given by (
τxx 

)
1 = c 11 e xx + c 13 e zz − β1 T 1 (

τzz 
)
1 = c 13 e xx + c 33 e zz − β3 T 1 (

τxz 
)
1 = 2 c 55 e xz 

(5) 
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in which c ij are the material’s elastic moduli and the strain-displacement relations can be expressed as 

e xx = 

∂u 1 
∂x 

, e zz = 

∂w 1 

∂z 
, e xz = 

1 

2 

(
∂u 1 
∂z 

+ 

∂w 1 

∂x 

)
(6) 

With the help of Eqs. (5) and (6) , the equations of motion (3) and coupled heat Eq. (4) can be recast in the following 

manner: 

c 11 
∂ 2 u 1 
∂x 2 

+ c 55 
∂ 2 u 1 
∂z 2 

+ 

(
c 13 + c 55 

)∂ 2 w 1 

∂ x∂ z 
− β1 

∂T 1 
∂x 

= ρ1 
∂ 2 u 1 
∂t 2 

(7) 

(
c 13 + c 55 

) ∂ 2 u 1 
∂ x∂ z 

+ c 55 
∂ 2 w 1 

∂x 2 
+ c 33 

∂ 2 w 1 

∂z 2 
− β3 

∂T 1 
∂z 

= ρ1 
∂ 2 w 1 

∂t 2 
(8) 

K ∗1 
∂ 2 T 1 
∂ 2 x 

+ K ∗3 
∂ 2 T 1 
∂ 2 z 

= ρ1 C e 
∂ 2 T 1 
∂ 2 t 

+ T 0 
∂ 2 

∂ 2 t 

[ 
β1 

∂u 1 
∂x 

+ β3 
∂w 1 

∂z 

] 
(9) 

Eqs. (7) and (8) control the propagation of Rayleigh–Lamb type waves coupled with the heat conduction Eq. (9) . 

In order to solve the governing equations, without loss of any generality, the displacement components u 1 and w 1 can 

be expressed in terms of two displacement potential functions φ and ψ as 

u 1 = 

∂φ

∂x 
− ∂ψ 

∂z 
, w 1 = 

∂φ

∂z 
+ 

∂ψ 

∂x 
(10) 

Therefore, the displacement potential functions φ and ψ should satisfy the following set of equations simultaneously; 

c 11 
∂ 2 φ

∂x 2 
+ 

(
c 13 + 2 c 55 

)∂ 2 φ

∂z 2 
− β1 T 1 = ρ1 

∂ 2 φ

∂t 2 
(11) 

(
c 11 − c 55 − c 13 

)∂ 2 ψ 

∂x 2 
+ c 55 

∂ 2 ψ 

∂z 2 
= ρ1 

∂ 2 ψ 

∂t 2 
(12) 

(
c 13 + 2 c 55 

)∂ 2 φ

∂x 2 
+ c 33 

∂ 2 φ

∂z 2 
− β3 T 1 = ρ1 

∂ 2 φ

∂t 2 
(13) 

(
c 33 − c 55 − c 13 

)∂ 2 ψ 

∂z 2 
+ c 55 

∂ 2 ψ 

∂x 2 
= ρ1 

∂ 2 ψ 

∂t 2 
(14) 

K ∗1 
∂ 2 T 1 
∂ 2 x 

+ K ∗3 
∂ 2 T 1 
∂ 2 z 

= ρ1 C e 
∂ 2 T 1 
∂ 2 t 

+ T 0 
∂ 2 

∂ 2 t 

[ 
β1 

(
∂ 2 φ

∂x 2 
− ∂ 2 ψ 

∂ x∂ z 

)
+ β3 

(
∂ 2 φ

∂z 2 
+ 

∂ 2 ψ 

∂ x∂ z 

)] 
(15) 

In this article, we have solved the problem under the conditions that the material moduli satisfy the following conditions: 

c 11 c 33 = 

(
c 13 + 2 c 55 

)
2 , 

(
c 13 + 2 c 55 

)
β1 = c 11 β3 and 2 

(
c 13 + 2 c 55 

)
= 

(
c 11 + 2 c 33 

)
. 

Eqs. (11) and (12) are equivalent to Eqs. (13) and (14) , respectively, subject to the above conditions. 

Solutions of Eqs. (11) , (14) and (15) can be taken in the following manner: 

ψ(x, z, t) = 

(
A 2 sin λ2 z + B 2 cos λ2 z 

)
exp 

[
ik 

(
x − ct 

)]

φ(x, z, t) = 

∑ 

r=1 , 3 

(
A i sin λr z + B i cos λr z 

)
exp 

[
ik 

(
x − ct 

)]
+ E 

(
A 2 cos λ2 z − B 2 sin λ2 z 

)
exp 

[
ik 

(
x − ct 

)]

T 1 (x, z, t) = 

∑ 

r=1 , 3 

d r 

(
A i sin λi z + B i cos λi z 

)
exp 

[
ik 

(
x − ct 

)]
+ Ed 2 

(
A 2 cos λ2 z − B 2 sin λ2 z 

)
exp 

[
ik 

(
x − ct 

)]
(16) 

The expression for stresses and strains in terms of potential functions are given by 

(
τxx 

)
1 = c 11 

∂ 2 φ

∂x 2 
+ c 13 

∂ 2 φ

∂z 2 
+ (c 13 − c 11 ) 

∂ 2 ψ 

∂ x∂ z 
− β1 T 1 , 

(
τzz 

)
1 = c 13 

∂ 2 φ

∂x 2 
+ c 33 

∂ 2 φ

∂z 2 
+ (c 33 − c 13 ) 

∂ 2 ψ 

∂ x∂ z 
− β3 T 1 , 

(
τxz 

)
1 = c 55 

(
2 

∂ 2 φ

∂ x∂ z 
+ 

∂ 2 ψ 

∂x 2 
− ∂ 2 ψ 

∂z 2 

)
, 

e xx = 

∂ 2 φ

∂x 2 
− ∂ 2 ψ 

∂ x∂ z 
, e zz = 

∂ 2 φ

∂z 2 
+ 

∂ 2 ψ 

∂ x∂ z 
, e xz = 

1 

2 

(
2 

∂ 2 φ

∂ x∂ z 
+ 

∂ 2 ψ 

∂x 2 
− ∂ 2 ψ 

∂z 2 

)
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where 

E = ic 2 k 3 T 0 
β1 

(
β1 −β3 

)
λ2 

Pλ4 
2 
+ Qλ2 

2 
+ R and d r = 

k 2 
(
ρ1 c 

2 −c 11 

)
−λ2 

r 

(
c 13 +2 c 55 

)
β1 

(r = 1 , 2 , 3) with 

P = K ∗3 
(
c 13 + 2 c 55 

)
Q = k 2 

[ 
K ∗3 

(
ρ1 c 

2 − c 11 
)

+ 

(
c 13 + 2 c 55 

)(
ρ1 C e c 

2 − K ∗1 
)

+ T 0 β1 β3 c 
2 
] 

R = k 4 
[ (

ρ1 c 
2 − c 11 

)(
ρ1 C e c 

2 − K ∗1 
)

− T 0 β
2 
1 c 

2 
] 

λ2 
r (r = 1 , 3) are the roots of the equations: P λ4 + Qλ2 + R = 0 and λ2 

2 
= k 2 

ρ1 c 
2 −c 55 

c 33 −c 55 −c 13 
. 

3.2. Lower visco-elastic half-space 

Visco-elastic materials, such as amorphous polymers, semi-crystalline polymers, bio-polymers and even the living tissue 

and cells, can be modelled in order to determine their stress and strain or force and displacement interactions as well as 

their temporal dependencies. These models, which include the Maxwell model, the Kelvin–Voigt model, and the Standard 

Linear Solid Model, are used to predict a material’s response under different loading conditions. Visco-elastic behaviour has 

elastic and viscous components modelled as linear combinations of springs and dashpots, respectively. Each model differs in 

the arrangement of these elements, and all of these visco-elastic models can be equivalently modelled as electrical circuits. 

In an equivalent electrical circuit, stress is represented by voltage, and strain rate by current. The elastic modulus of a 

spring is analogous to a circuit’s capacitance (it stores energy) and the viscosity of a dashpot to a circuit’s resistance (it 

dissipates energy). In this present study, to characterize the visco-elastic behaviour of the abdomen half-space, we consider 

the Kelvin–Voigt model of linear visco-elasticity theory. 

In absence of body forces and heat sources, the equations of motion for the lower visco-elastic half-space are given by 

(λ∗ + μ∗) ∇(∇ . u ) + μ∗∇ 

2 u − β∗∇T 2 = ρ2 ̈u (17) 

Heat conduction equation without energy dissipation for visco-elastic half-spaces is 

K ∗∇ 

2 T 2 = 

∂ 2 

∂t 2 

[ 
ρ2 C E T 2 + β∗T 0 e 

] 
(18) 

in which 

λ∗ = λ
(
1 + α0 

∂ 
∂t 

)
, μ∗ = μ

(
1 + α1 

∂ 
∂t 

)
, β∗ = βe 

(
1 + β0 

∂ 
∂t 

)
, βe = 

(
3 λ + 2 μ

)
αt , β0 = 

(
3 λα0 + 2 μα1 

)
/βe , where λ, μ are 

the Lame’ constants, α0 , α1 are visco-elastic relaxation parameters, αt is the coefficient of linear thermal expansion, K ∗ is 

the material constant characteristic of the elastic solid, ρ2 is the mass density, C E represents the specific heat at constant 

strain and T 2 denotes the absolute temperature with respect to the reference body temperature T 0 . 

Here we use two displacement potential functions � and � to express the displacement components u 2 and w 2 for the 

visco-elastic half-space as follows: 

u 2 = 

∂�

∂x 
− ∂�

∂z 
, w 2 = 

∂�

∂z 
+ 

∂�

∂x 
(19) 

Therefore, from Eqs. (17) and (18) we obtain 

(λ∗ + 2 μ∗) ∇ 

2 � − β∗T 2 − ρ2 �̈ = 0 (20) 

μ∗∇ 

2 � − ρ2 �̈ = 0 (21) 

(
K ∗∇ 

2 − ρ2 C E 
∂ 2 

∂t 2 

)
T 2 − β∗T 0 ∇ 

2 � = 0 (22) 

In which ∇ 

2 denotes the Laplacian operator. 

4. Wave propagation 

4.1. Thermoelastic medium 

On the basis of the above equations and boundary conditions we now study Rayleigh–Lamb type wave propagation in 

the x direction. We consider harmonic solutions of the form 
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� = D 2 exp 

[ 
− m 2 + ik 

(
x − ct 

)] 

� = 

∑ 

r=1 , 3 

C r exp 

[ 
− m r + ik 

(
x − ct 

)] 

T 2 = 

∑ 

r=1 , 3 

L r C r exp 

[ 
− m r + ik 

(
x − ct 

)] 
(23) 

with the condition Re ( m r ) > 0 for the wave to decay away from the surface of the half-space. Here i = 

√ −1 , k is the wave 

number, c is the wave speed. 

In which, 

L r = 

1 

β∗

[ 
c 2 k 2 

(
ρ2 −

(
λ∗ + 2 μ∗)a 2 r )

] 

m 

2 
2 = k 2 

(
1 − c 2 ρ2 

μ∗

)

m 

2 
r = k 2 

(
1 − a 2 r 

c 2 ρ2 

λ∗ + 2 μ∗

)
; r = 1 , 3 

a 2 r = 

− ±
√ 

2 − 4 C E k ∗
(
λ∗ + 2 μ∗

)
2 k ∗

and  = k ∗ + C E 
(
λ∗ + 2 μ∗) − β∗2 T 0 (24) 

The solution (16) represents plane waves propagating back and forth within the layer. The solution (23) gives a wave 

that retains its energy close to the interface. 

Substituting of (16) and (24) into the constitutive relations (10) and (19) and using the continuity conditions (2) yields 

A 2 = D 2 

C 1 = 

m 3 

(
d 1 B 1 + d 3 B 3 

)
+ 

(
Ed 2 m 3 + L 3 

(
m 

2 + k 2 
))
A 2 

L 1 m 3 − m 1 L 3 

C 3 = 

m 1 

(
d 1 B 1 + d 3 B 2 

)
+ 

(
Ed 2 m 1 + L 1 

(
m 

2 + k 2 
))
A 2 

m 1 L 3 − m 3 L 1 
(25) 

which are satisfied non-trivially and defining the wave speed c = ω/k we have three equations for extensional wave propa- 

gation (
− c 11 k 

2 − c 13 λ2 
1 − β1 d 1 

)
B 1 cos λ1 h + { (c 11 k 2 + c 13 λ2 

2 

)
E −

(
c 11 − c 13 

)
ikλ2 + β1 d 2 E} A 2 cos λ2 h 

+ 

(
− c 11 k 

2 − c 13 λ
2 
3 − β1 d 3 

)
B 3 cos λ3 h = 0 

(26) 

2 ikλ1 B 1 sin λ1 h + {−2 ikλ2 E + 

(
λ2 
2 − k 2 

)} A 2 sin λ2 h + 2 ikλ3 B 3 sin λ3 h = 0 (27) 

d 1 B 1 cos λ1 h + d 2 EA 2 cos λ2 h + d 3 B 3 cos λ3 h = 0 (28) 

and we have another set of three equations for flexural wave as follows (
c 11 k 

2 + c 13 λ2 
1 + β1 d 1 

)
A 1 sin λ1 h + {−(

c 11 k 
2 + c 13 λ2 

2 

)
E + 

(
c 11 − c 13 

)
ikλ2 − β1 d 2 E} B 2 sin λ2 h 

+ 

(
c 11 k 

2 + c 13 λ
2 
3 + β1 d 3 

)
A 3 sin λ3 h = 0 

(29) 

2 ikλ1 A 1 cos λ1 h + {−2 ikλ2 E + 

(
λ2 
2 − k 2 

)} B 2 cos λ2 h + 2 ikλ3 A 3 cos λ3 h = 0 (30) 

d 1 A 1 sin λ1 h − d 2 EB 2 sin λ2 h + d 3 A 3 cos λ3 h = 0 (31) 

For non-trivial solutions for A r and B r , the determinant of coefficients must vanish, which yields the dispersive equation 

of extensional as well as flexural waves in the layered medium, which we write compactly as (
c 11 k 

2 + c 13 λ1 λ3 + β1 d 3 

)
λ1 

[ 
tanλ1 h 

tanλ2 h 

] 
±1 + 

(
c 11 k 

2 + c 13 λ1 λ3 + β1 d 1 

)
λ3 

[ 
tanλ3 h 

tanλ2 h 

] 
±1 

+ 

[ (
c 11 k 

2 + c 13 λ
2 
2 + β1 d 2 

)
− ikλ2 

c 11 − c 13 
E 

] { 

λ1 
d 3 
d 2 

[ 
tanλ1 h 

tanλ2 h 

] 
±1 − λ3 

d 1 
d 2 

[ 
tanλ3 h 

tanλ2 h 

] 
±1 

} 

= 

(
λ2 

d 2 
− i 

λ2 
2 − k 2 

2 kEd 2 

)[ 
c 11 k 

2 
(
d 1 − d 3 

)
− c 13 

(
d 3 λ

2 
1 − d 1 λ

2 
3 

)] 
(32) 
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where positive exponent represents the extensional waves and negative exponent stands for the flexure waves propagating 

through the layered medium. 

Post-shock oscillations refer to the spurious oscillations that occur behind the shock fronts. Front-shock oscillations refer 

to the spurious oscillations that occur in front of the discontinuities. By post-shock oscillations, it is meant to refer to dele- 

terious oscillations trailing the stress waves and/or velocity discontinuities. It is well established that post-shock oscillations 

are triggered by the mismatch of the physics of wave propagation speed across the adjacent. It is hoped that the analysis 

will shed some light on practical problems such as the performance of pipe isolators and the effect of attached structural 

discontinuities. In the flexural mode ( Fig. 3 ), it is significant that the velocity is vanishing for the long phase. This is the 

large wavelength limit, in which the frequency of our wave is just the frequency of the particles by themselves. Imagine 

the whole row of particles all moving back and forth in perfect synchronization. Equivalently, you can imagine making the 

coupling between the particles tend towards zero, which will put us in the same regime. Now all of the particles move 

back and forth in perfect synchronization, so if you try to follow the motion of a “wave crest”, it will appear to move at 

an arbitrarily fast speed, approaching infinity in the limit that our wavelength goes to infinity and all of the particles are 

truly synchronized (they all have the same phase). Additionally, if we consider this as the limit of vanishing coupling, it 

makes sense that the group velocity should vanish, as the group velocity gives us the velocity at which a disturbance moves 

through our system. If the particle’s coupling is arbitrarily small, and you jostled one of them, that disturbance would move 

arbitrarily slowly to the other particles. 

4.2. Pure elastic case 

We now take the thermal field to vanish in order to reduce our results to the purely elastic case. For this purpose we take 

T 1 = T 2 = 0 , C e = 0 , C E = 0 , β1 = β3 = 0 , β∗ = 0 . Under this specialization, the governing equations ( 11 )–( 15 ) and ( 20 )–( 22 ) 

become 

c 11 
∂ 2 φ

∂x 2 
+ 

(
c 13 + 2 c 55 

)∂ 2 φ

∂z 2 
− ρ1 φ̈ = 0 , 

(
c 33 − c 55 − c 13 

)∂ 2 ψ 

∂z 2 
+ c 55 

∂ 2 ψ 

∂x 2 
− ρ1 ψ̈ = 0 , (33) 

(λ∗ + 2 μ∗) ∇ 

2 � − ρ2 �̈ = 0 , 

μ∗∇ 

2 � − ρ2 �̈ = 0 , (34) 

in the layer and half-space, respectively. The relations (16) and (24) become 

E = 0 , 

Q = k 2 
[ (

ρ1 c 
2 − c 11 

)
K ∗3 − K ∗1 

(
c 13 + 2 c 55 

)] 
, 

R = k 4 K ∗1 

(
c 11 − ρ1 c 

2 
)
, (35) 

consequently, the equation P λ4 + Qλ2 + R = 0 reduces to (
K ∗3 λ

2 − k 2 K ∗1 

){ (
c 13 + 2 c 55 

)
λ2 + 

(
ρ1 c 

2 − c 11 

)
k 2 

} 

= 0 (36) 

and 

m 

2 
1 = 0 , m 

2 
3 = k 2 

(
1 − ρ2 c 

2 

λ∗ + 2 μ∗

)
(37) 

For this simplification, the secular Eq. (32) become [ 
2 k 2 λ2 

(
c 11 − c 13 

)] { 

λ1 

[ 
tanλ1 h 

tanλ2 h 

] 
±1 − λ3 

d 1 
d 3 

[ 
tanλ3 h 

tanλ2 h 

] 
±1 

} 

= 

(
λ2 
2 − k 2 

)[ 
c 11 k 

2 
(
d 1 
d 3 

− 1 

)
− c 13 

(
λ2 
1 −

d 1 
d 3 

λ2 
3 

)] 
(38) 

where λr > 0 and it is to be noted that to qualify for a surface wave the inequality ρ1 c 
2 < c 11 must be satisfied and that 

there are no real solutions for the wave speed if λ2 < 0. Thus, 

c 55 /ρ1 < c 2 < μ∗/ρ2 (39) 

The first factor of Eq. (36) i.e. 

(
K ∗
3 
λ2 − k 2 K ∗

1 

)
= 0 does not corresponds any wave, so without any loss of generality, we 

may discard λ1 and Eq. (38) become 

[ 
tanλ3 h 

tanλ2 h 

] 
±1 = 

(
λ2 
2 − k 2 

)[ 
c 11 k 

2 − c 13 λ
2 
3 

] 

2 k 2 λ2 λ3 

(
c 11 − c 13 

) (40) 
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Fig. 2. Phase velocity profile for extensional wave propagation. 

4.2.1. Special cases 

(i) For the isotropic linear elastic case: c 11 = c 33 = λ + 2 μ, c 55 = μ, c 13 = λ, where λ and μ are the Lame’s elastic 

parameters. 

Then the secular Eq. (38) reduces to 

[ tankh 
√ 

1 − c 2 

c 2 
1 

tankh 
√ 

c 2 

c 2 
2 

− 1 

]
±1 = 

(
c 2 

c 2 
2 

− 2 

)[ 
2 + 

(
c 2 1 
c 2 
2 

− 2 

)
c 2 

c 2 
1 

] 

4 
√ 

1 − c 2 

c 2 
1 

√ 

c 2 

c 2 
2 

− 1 
(41) 

In which, c 2 1 = 

λ+2 μ
ρ1 

, c 2 2 = 

μ
ρ1 

. 

This equation, known as the Rayleigh–Lamb equation in wave propagation, was already discussed by Shaw and 

Mukhopadhyay [20] . 

(ii) Lame Mode: 

For convenience of writing λ2 = k, we obtain the following frequency equation, 

c = c 1 

√ 

1 − n 2 π2 

4 k 2 h 2 
n = 0 , 1 , 2 , . . . . (42) 

which is the Lame modes, a spacial class of exact solution, first identified by Lame. n = 0 , or an even value of n = 2 m, m ∈ N

yield the Lame mode of extensioal wave. Whereas, corresponding to an odd value of n = 2 m + 1 , m ∈ N give the Lame mode 

of flexural wave. 

Velocity profiles are observed as contour plots in thermoelastic orthotropic medium ( Figs. 2 and 3 ). In purely elastic 

medium, the modes of velocity profile are observed in Figs. 4 and 5 . The Lame modes of the Torsional as well as Flexu- 

ral waves are distinguished in Figs. 6 and 7 . For numerical computation purpose the relevant parameters for cobalt type 

material is considered, as the orthotropic material, as follows [19] : 

c 11 = 3 . 07 × 10 11 Nm 

−2 ; c 13 = 1 . 027 × 10 11 Nm 

−2 ; c 33 = 3 . 581 × 10 1 1 Nm 

−2 c 55 = 1 . 510 × 10 11 Nm 

−2 ;
β1 = 7 . 04 × 10 6 Nm 

−2 ;β3 = 6 . 90 × 10 6 Nm 

−2 ;K 1 = 69 Wm 

−1 deg 
−1 ;K 3 = 69 Wm 

−1 deg 
−1 ;

K ∗1 = 13 . 1 Wm 

−1 deg 
−1 ;K ∗3 = 15 . 4 Wm 

−1 deg 
−1 

s ;ρ = 1660 Kg m 

−3 

5. Attenuation measurements 

Fig. 8 represents the measurement of attenuation for flexural mode and Fig. 9 represents the extensional mode of wave 

propagation. The attenuation of the flexural mode is found to be larger than that of the extensional mode. 

6. Near surface wave-fields 

The wave field can be described for any monotone plane wave propagating in a homogeneous acoustic medium by the 

Helmholtz equation: 

(∇ 

2 − k 2 ) F = 0 (43) 
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Fig. 3. Phase velocity profile for flexural wave propagation. 

Fig. 4. Phase velocity profile in isotropic body for extensional wave propagation. 

Fig. 5. Phase velocity profile in isotropic body for flexural wave propagation. 
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Fig. 6. Velocity profile in Lamb mode for extensional wave propagation. 

Fig. 7. Velocity profile in Lamb mode for flexural wave propagation. 

where lnF = a (x ) + iφ(x ) represents one dimensional wavefield propagation along the x -direction; a ( x ) and φ( x ) are ampli- 

tude and phase, respectively. k is the structure wave number which relates to continuous wavefields as: 

k 2 = −F −1 ∇ 

2 F (44) 

Whereas, the dynamic wavenumber vector ω is obtained by calculating the negative spatial gradient of the wavefield’s 

phase 

ω = −∇(Im (lnF )) = −∇φ (45) 

It is obvious that ω = | ω | is generally different from structure wavenumber k , but each can be converted into the other 

when the distribution of amplitudes around the observation point is known 

k 2 = ω 

2 − (∇a ) 2 − ∇ 

2 a (46) 

Then the structure phase velocity c is calculated by the modified classical equation with an amplitude-correction term 

φa as 

c = 

2 π

T 
√ 

‖ 

∇φ‖ 

2 − φa 

(47) 

where T is the period of the wave near the surface. 
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Fig. 8. Attenuation measurements as a function of frequency and Disperse simulation fits for flexural wave propagation. 

Fig. 9. Attenuation measurements as a function of frequency and Disperse simulation fits for extensional wave propagation. 

7. Application to a hyperelastic type material 

Two opposing waves with identical amplitude and frequency induce a standing-wave field in the thin layer. Due to 

acoustic momentum flux transfer between adjacent material particles, the ultrasonic wave propagation in the hyperelastic 

medium can give rise to acoustic radiation forces. At sufficiently high frequencies, the hyperelastic medium bar negligible 

dynamical shear stress, thus behaving like a fluid in so far as the propagation of ultrasonic wave is of concern. 

A focused ultrasonic wave can generate acoustic radiation forces that are sufficiently large to deform hyperelastic media 

[21] . Correspondingly, the radiation force can be expressed in the following second order tensor as: 

〈
T 
〉
= | 〈 p 2 〉 

2 ρa c 2 a 
− ρa 〈 u . u 〉 

2 
| I + ρa 〈 u � u 〉 (48) 
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where p is acoustic pressure, u is particle velocity vector, I is identity matrix, ρa and c a are material density and acoustic 

speed, respectively, T is momentum flux tensor, and 
〈
T 
〉
= 

(
ω/ 2 π

) ∫ 2 π/ω 
0 T dt , ω being angular frequency. 

The deformation actuated by ultrasonic wave propagation can be characterised by using the acousto-mechanical model 

of hyperelastic media together with the non linear elastic theory. The acousto-mechanical Cauchy stress can be written as: 

σ = 

F 

J 

∂W (F ) 

∂F 
−

[ 〈 p 2 〉 
2 ρa c 2 a 

− ρa 〈 u . u 〉 
2 

] 
I − ρa 〈 u � u 〉 (49) 

where W ( F ) is the Helmholtz free energy function of hyperelastic medium. F = 

∂ x 
∂ X 

is the deformation gradient, x and X 

being the position vectors in reference and current configuration, respectively, and J = det(F ) is the Jacobian determinant of 

deformation gradient. 

When load is applied and then removed, general materials show elastic behaviour returning to its original state within 

the range where the relationship between load and deformation is linear. However, rubber-like materials show hyperelastic 

characteristics representing elastic behaviour in the range of large deformation showing non linear relationship between load 

and deformation. In general, the behaviour of rubber-like materials can be represented as a strain energy density function. 

7.1. Gent model 

This model is applicable to describe the non linear elastic behaviour of the hyperelastic medium. The Gent is capable of 

accounting for the effect of deformation stiffening in the medium, expressed as, 

W (F ) = −μJ m 

2 
ln 

(
1 − I c − 3 

J m 

)
− μlnJ + 

(
k 

2 
− μ

2 
− μ

J m 

)
(J − 1) 2 (50) 

where μ is the initial shear modulus. 

7.2. The ogden model 

We consider a generalization of the strain energy function for the thermoelastic case which is a light modification of the 

one used by Ogden and given by 

W (e 1 , e 2 , e 3 ) = 

n ∑ 

i =0 

(e αi 

1 
+ e αi 

2 
+ e αi 

3 
− 3) (51) 

where μi and αi are experimentally determined material constants. 

7.3. The Mooney–Rivlin model 

W = C 1 (I c − 3) + C 2 (II c − 3) (52) 

This model can be viewed as special case of Ogden model since setting n = 2 , α1 = 2 , α2 = −2 in the Ogden model, and 

using the incompressibility constraint e 2 1 e 
2 
2 e 

2 
3 = 1 gives 

W = 

μ1 

2 
(I c − 3) − μ2 

2 
(II c − 3) (53) 

7.4. Neo-Hooken model 

The neo-Hooken energy function is special case of Mooney–Rivlin model, wherein C 2 = 0 , giving 

W = C 1 (I c − 3) (54) 

It is useful as a model of non linear elasticity within the small-strain range. 

8. Conclusion 

Guided Wave Testing(GWT) is one of the most powerful methods of inspection of pipelines and has been successfully 

employed for over a decade in a variety of applications in the petrochemical, power and nuclear industries. The method 

employs ultrasonic signals guided by the inspected structure and offers the possibility of rapid screening over long lengths 

of pipework for the detection of corrosion and other defects. 

In this paper, we discussed the propagation of torsional and flexural waves in an anisotropic layered medium lying over 

a semi-infinite viscoelastic medium described by the hyperbolic type generalized theory of heat conduction. In particular, 

Lame Mode of wave propagation is illustrated in the due course of the study. 
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Velocity profile of the wave propagation are described by contour plots. Due to the considered thermal effects more 

concentrated polygons are observed. Consequently, the modes of wave propagation are increased for torsional as well as 

flexure waves in layered medium. Then, we analyzed the stress free boundary condition in order to provide some general 

remarks concerning a particular thermochemical model without energy dissipation. In purely elastic medium, waves are 

propagating smoothly in compared with the thermodynamic framework and the wavelengths are also increased. The result 

is that this model appears to be consistent with the expected behavior of a pressure wave as it propagates within a large 

artery. Finally, we provided an analytic description of the wave propagation in the hyperelastic medium and the behavior of 

the response function for both the scenarios. 

Supplementary material 

Supplementary material associated with this article can be found, in the online version, at 10.1016/j.apm.2020.03.029 
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Memory-dependent generalized thermoelasticity with finite

wave speeds

ABSTRACT

The present article deals with the question: how time dependent non-locality influence the

domain of dependency of thermal signals in solids? In order to establish the hypothesis

“domain of influence” in an isotropic medium, based on the temperature-rate dependent

thermoelasticity (TRDTE) theory, a thermodynamic consistent model is formulated by

incorporating memory-dependent derivative (MDD). Firstly, the domain of influence the-

orem is established followed by a domain of dependence inequality and it certifies that for

a finite time t > 0 a solution of a given thermo-dynamical problem, corresponding to the

data defined in a bounded support, vanishes outside a suitably defined bounded domain

D∗(t). It physically interprets that an initial perturbation of a bounded thermo-elastic

domain generates thermal signals which for any t > 0 can not occupy the whole space, i.e.

it propagates with a finite speed. Finally, a two-dimensional thermoelastic problem in the

isotropic medium is considered for a supporting visualization of the domain of influence

theorem of the memory-dependent generalized thermoelasticity theory.

KEYWORDS

Continuum mechanics; Generalized thermoelasticity; Thermal wave; Domain of influence;

Memory-dependent derivative
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Introduction

The thermoelasticity theory deals with the interaction between the mechanical and ther-

mal field variables in the deformable bodies. Owing to the parabolic nature of the heat

conduction equation in the classical dynamic thermoelasticity theory [1], based on the

Fourier’s heat conduction law, the impact of thermomechanical loading on an isotropic

and homogeneous body comes to instantaneously at all points of the body from the point

of application. In the case of coupled thermoelastic problems, it describes that the impact

of thermomechanical loading influences the magnitude and pattern of the displacements,

stresses and temperature distribution instantaneously everywhere in the solution domain.

Physically it means that the thermal signals occupy the whole space for any time t > 0

i.e. the thermal signals propagate with infinite speed. This behavior is inconsistent with

the heat transfer mechanism and contradicts physical phenomena. In order to overcome

the mathematical inconsistency connected with the infinite speed propagation for the ther-

mal signals, generalized thermoelasticity theories involving finite speed propagation for the

thermal signals have been developed in the literature by several researchers. The problems

of heat transfer mechanism involving finite speed propagation for the thermal signals in

thermoelastic materials have received a great deal of attention over the last five decades

and a broad survey regarding this area is given by Chandrasekharaiah [2, 3]. The lead-

ing hyperbolic or generalized thermoelasticity theories in the literature are the extended

thermoelasticity (ETE) theory with single relaxation time parameter proposed by Lord-

Shulman [4] and that the temperature-rate dependent thermoelasticity (TRDTE) theory

with two different relaxation time parameters by Green-lindsay [5], the thermoelasticity

models GN-I, II, III by Green-Naghdi [6–8], the dual-phase-lag (DPL) model by Tzou [9],

the three-phase-lag model by Roy Choudhuri [10] etc.

The recent decade is a revolution in terms of modelling thermoelasticity problems using

memory-dependent derivative (MDD) tool. The reason behind the requirement of a new

form of derivative has come into play because Engineers have understood that the next

state of physical system not only depends upon the present state, but also upon all of

its historical states. Thus the presence of a memory factor is required on describing and

analysing physical problems involving elastic bodies. Wang and Li [11] has introduced
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the concept of memory-dependent derivative (MDD) by surpassing the fractional order

derivative. Memory response in the generalized thermoelasticity for the Lord-Shulman

(L-S) model has been first investigated by Yu et al. [12]. A number of papers have been

devoted in the literature by several researchers [13–24] from the theoretical and the applied

aspects. The strength evaluation, the damage tolerance and the thermal durability of an

elastic material require measurements of thermophysical quantities like stress and temper-

ature variation within the material. The generalized thermoelasticity models together with

the kernel function and time-delay parameter with regards to memory-dependent deriva-

tive (MDD) provides convergent, specific and moderate solution for the thermophysical

quantities with respect to the space variables in diverse field of thermoelasticity including

Mechanical and engineering sciences like-nuclear reactor design, viscoelasticity, construc-

tion engineering, geophysics, earthquake science etc.

“A domain of influence theorem” is one of the prime results in generalized thermo-elasticity

theories and the finite speed propagation of the thermal signals in these theories is math-

ematically justified. The deformation of a material in the presence of thermomechanical

loading and the hyperbolicity of the heat conduction theory are well described by the idea

of domain of influence. Nunziato and Cowin [25] primarily proposed the the idea of do-

main of influence. Later on several researchers have contributed in this direction and the

contributions are cited from the following references [26–31].

In the present article, a novel mathematical model (Green-Lindsay model with MDD) is

formulated in order to prove the domain of influence theorem. The theorem is proved by

following thermodynamic consistency of the model and a domain of dependence inequality.

Also, a two dimensional problem is considered for a supporting visualization of the domain

of influence theorem.

Mathematical formulation of the model

Let D denote a bounded regular region in the physical space R3, occupied by a homoge-

neous, isotropic, thermoelastic body, whose piecewise smooth boundary and the closure

are denoted by ∂D and D̄ respectively. The body is referred to a fixed system of rectangu-

lar Cartesian axes Oxi(i = 1, 2, 3). The Greek subscript and the Latin indices range over
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(1, 2, 3) and (1, 2) respectively and usual summation over repeated subscripts is employed

throughout the paper. The comma followed by a subscript and superposed dot denote

partial differentiation with respect to time and the corresponding Cartesian co-ordinate

respectively. The basic governing equations for the linear theory of generalized thermoe-

lasticity under Green-Lindsay (GL) model with memory-dependent derivative (MDD) are

mathematically formulated as follows:

The kinematic relation:

eij =
(ui,j + uj,i)

2
, (1)

The Hooke’s law:

σij = λeδij + 2µeij − γ(θ + νDωθ)δij , (2)

The equation of motion:

σij,j + ρfi = ρüi, σij = σji, (3)

The heat conduction equation under Green-Lindsay model with MDD:

kθ,ii = ρce(1 + τDω)θ̇ + γθ0ė− ρQ (4)

where, the memory-dependent derivative operator Dω operating on a differentiable function

f(t) in association with the the time-delay parameter ω(ω > 0) and the differentiable kernel

function K(t−ξ) with respect to its arguments t and ξ [0 < K(t−ξ) ≤ 1], over the delayed

interval [t− ω, t] is defined [11] as

Dωf(t) =
1

ω

∫ t

t−ω
K(t− ξ)f ′(ξ)dξ. (5)

To depict material’s memory response, the time-delay parameter and the kernel function

are selected according to the application environment of the physical problem. Moreover,

the kernel function plays a significant role in order to describe the degree of the past time

t − ω on the present time t of the physical problem. For a precribed real number ξ, the

kernel K(t, ξ) is a fixed function, while different processes need different kernel functions

to reflect their memory effect. Several researchers [14,19,32] investigated memory response

by choosing the kernel functions as 1, 1− t−ξ
ω , (1− t−ξ

ω )2 etc.
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In the above equations, ν and τ represents the relaxation times, λ, µ are the Lame’s

constants, αt is the coefficient of linear thermal expansion, θ = T − θ0 is the temperature

deviation from the reference temperature θ0, T is the absolute temperature, ui are the

components of the displacement vector, e is the cubic dilatation, eij are the components of

the strain tensor, σij are the components of the stress tensor, k is the thermal conductivity,

fi are the components of the external body force per unit mass, γ = (3λ+ 2µ)αt, ρ is the

mass density, ce is the specific heat at constant strain, Q is the external heat source per

unit mass, δij is the Kronecker’s symbol.

Now, for a fixed time τ∗ > 0, the thermoelastic problem with memory-dependent derivative

(MDD) (1)-(4) satisfies the initial conditions:

ui(x, 0) = u0i (x), u̇i(x, 0) = u1i (x), θ(x, 0) = θ0(x) for x ∈ D̄ (6)

and the boundary conditions:

ui = ūi on ∂D1 × [0, τ∗),

σijnj = σ̄i on ∂Dc
1 × [0, τ∗),

θ = θ̄ on ∂D2 × [0, τ∗),

q = qini = q̄ on ∂Dc
2 × [0, τ∗), (7)

where, the components of the unit outward normal to the boundary ∂D . are denoted by

ni. Also, {∂D1, ∂Dc
1} and {∂D2, ∂Dc

2} denote the two partitions of the boundary ∂D such

that

∂D1 ∪ ∂Dc
1 = ∂D2 ∪ ∂Dc

2 = ∂D ,

∂D1 ∩ ∂Dc
1 = ∂D2 ∩ ∂Dc

2 = Φ,

where Φ denotes the empty set.

Throughout the paper it is assumed that

θ0 > 0, ρ > 0, αt > 0, k > 0, ce > 0, λ > 0, µ > 0, ν ≥ τ > 0. (8)

Let the thermoelastic mixed initial-boundary value problem of the present model consists

solution (ui, θ) in the domain Γ0 = D × [0, τ∗) subject to the conditions (6)-(7) for all

(x, t) ∈ Γ0.
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Lemma 1

For any scalar function f defined on D̄ , the following inequality holds: ḟDωf ≥ 0.

Proof .

Case I: Let Dωf ≥ 0 for all ω (ω > 0) and K (0 < K ≤ 1) in the definition (5). Then, in

particular for K = 1 and making ω → 0, we have from the definition (5) that ḟ ≥ 0 and

hence ḟDωf ≥ 0.

Case II: Let Dωf ≤ 0 for all ω (ω > 0) and K (0 < K ≤ 1) in the definition (5). Then, in

particular for K = 1 and making ω → 0, we have from the definition (5) that ḟ ≤ 0 and

hence ḟDωf ≥ 0.

Thus, the Lemma 1 is proved by following the Case I and Case II.

Thermodynamic consistency of the model

This section is mainly devoted to the derivation of the constitutive equations of the pro-

posed model from the balance laws or conservation laws of continuum mechanics or ther-

modynamics and it is regarded as the thermodynamic consistency of the present model.

The deformation of a material body is characterized by the kinematic relation (1) and the

equation of motion with the symmetric property of the stress tensor (3), are derived from

the balance laws of linear momentum and angular momentum [33].

In the present model, the principle of energy conservation or the first law of thermody-

namics for the domain D is in the following form:

d

dt

∫
D

[ρu̇iu̇i + U ]dV =

∫
D
ρfiu̇idV +

∫
∂D

[σij u̇i − qi]nidA+

∫
D
ρQdV, (9)

where U is the internal energy of the body.

With the help of the Eq. (3) and the divergence theorem, we get from (9) that

U̇ = σij ėij − qi,i + ρQ. (10)

The second law of thermodynamics for the present model is given below [34]

ρη̇ ≥ −(
qi
φ

),i +
ρQ

φ
, (11)

where η is the entropy density of the body, φ = φ(T, T ∗) > 0 and T ∗ = DωT , thus φ is

a scalar function of two independent variables of T and T ∗. Physically φ interprets the

6

Jo
urn

al 
Pre-

pro
of



generalized temperature corresponding to the current thermoelasticity model [35].

According to Green and Laws [34], we introduce the generalized free energy function of

the model as

ψ = U − ρηφ, (12)

from which

ψ̇ = U̇ − ρη̇φ− ρηφ̇. (13)

Then, the relations (10)-(11) in terms of the functions φ and ψ takes the following form:

ψ̇ + ρη̇φ+ ρηφ̇ = σij ėij − qi,i + ρQ, (14)

ψ̇ + ρηφ̇− σij ėij +
qiφ,i
φ
≤ 0. (15)

Now, we extend the domain of ψ by taking ψ = ψ(eij , T, T
∗).

From this, we get

ψ̇ =
∂ψ

∂eij
ėij +

∂ψ

∂T
Ṫ +

∂ψ

∂T ∗
Ṫ ∗. (16)

And also, the derivatives of φ are also expressed as

φ̇ =
∂φ

∂T
Ṫ +

∂φ

∂T ∗
Ṫ ∗, (17)

φ,i =
∂φ

∂T
T,i +

∂φ

∂T ∗
T ∗,i . (18)

With the help of the relations (16)-(18), the relations (14)-(15) are reduced as

(
∂ψ

∂eij
− σij)ėij + (

∂ψ

∂T
+ ρη

∂φ

∂T
)Ṫ + (

∂ψ

∂T ∗
+ ρη

∂φ

∂T ∗
)Ṫ ∗ + ρη̇φ = −qi,i + ρQ, (19)

and

(
∂ψ

∂eij
− σij)ėij + (

∂ψ

∂T
+ ρη

∂φ

∂T
)Ṫ + (

∂ψ

∂T ∗
+ ρη

∂φ

∂T ∗
)Ṫ ∗ +

qi
φ

(
∂φ

∂T
T,i +

∂φ

∂T ∗
T ∗,i) ≤ 0. (20)

Now, we postulate that the constitutive equations are in the following forms

σij =
∂ψ

∂eij
, (21)

∂ψ

∂T ∗
+ ρη

∂φ

∂T ∗
= 0. (22)
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Then, the relations (19)-(20) reduces to

(
∂ψ

∂T
+ ρη

∂φ

∂T
)Ṫ + ρη̇φ = −qi,i + ρQ, (23)

and

(
∂ψ

∂T
+ ρη

∂φ

∂T
)Ṫ +

qi
φ

(
∂φ

∂T
T,i +

∂φ

∂T ∗
T ∗,i) ≤ 0. (24)

We will now prove that for a linear thermoelastic body (23) and (24) hold true if

φ = θ0 + θ + νDωθ, (25)

ψ = µeijeij +
λ

2
e2 − γe(θ + νDωθ)−

ρce
2θ0

θ2 − ρce
θ0
νθDωθ −

ρce
2θ0

ντ(Dωθ)
2, (26)

where

θ = T − θ0, (27)

0 < τ ≤ ν, (28)

and

θ,i(Dωθ),i ≥ 0. (29)

In the present linear thermoelasticity theory, it is considered that

| θ
θ0
|<< 1 as well as | θ + νDωθ

θ0
|<< 1. (30)

With the help of the Eqs. (25)-(26), we obtain

∂φ

∂T
= 1,

∂φ

∂T ∗
= ν, (31)

∂ψ

∂T
= −γe− ρce

θ0
(θ + νDωθ), (32)

∂ψ

∂T ∗
= ν[−γe− ρce

θ0
(θ + τDωθ)], (33)

∂ψ

∂eij
= 2µeij + λeδij − γ(θ + νDωθ)δij . (34)

Using the relations (21) and (34), we obtain

σij = λeδij + 2µeij − γ(θ + νDωθ)δij . (35)

Thus, the Hooke’s law (2) is derived.

In view of the Eqs. (22), (31) and (33), we obtain

ρθ0η = γθ0e+ ρce(θ + τDωθ). (36)
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Again, using the Eqs. (25), (31), (32) in (23) and disregarding the terms proportional to

θDωθ, θθ̇, θ̇Dωθ, θDω θ̇, DωθDω θ̇, ėθ and ėDωθ as small relative to those proportional to

ė, θ̇ and Dω θ̇, we obtain the following linear form of energy balance as

ρθ0η̇ = −qi,i + ρQ. (37)

Eliminating η from the Eqs. (36) and (37), we obtain

− qi,i + ρQ = γθ0ė+ ρce(1 + τDω)θ̇. (38)

In order to prove the validity of the dissipation inequality (24), we first observe that

1

φ
=

1

θ0

[
1 +

θ + νDωθ

θ0

]−1
. (39)

Based on the assumption (30), binomial expansion in the relation (39) and neglecting the

term θ+νDωθ
θ0

and its higher order, we obtain

1

φ
≈ 1

θ0
. (40)

which interprets that for φ > 1, the values of the function rapidly tends to the reference

temperature θ0.

Using the Eqs. (31)-(32), (36) and (40) in the relation (24), we obtain

ρce
θ0

(ν − τ)θ̇Dωθ −
qi
θ0

[θ,i + ν(Dωθ),i] ≥ 0. (41)

Now, we introduce

qi = −kθ,i. (42)

Then, with the help of the Lemma 1 and the relations (8), (29) and (42), the inequality

(41) is obviously satisfied.

Eliminating qi from the Eqs. (38) and (42), we obtain

kθ,ii = ρce(1 + τDω)θ̇ + γθ0ė− ρQ. (43)

Thus, the heat conduction equation under Green-Lindsay model with MDD (4) is derived.
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Domain of Influence

Let us denote the set D(t) by the points x ∈ D̄ having the following properties:

i. for x ∈ D , u0i 6= 0 or u1i 6= 0 or θ0 6= 0 or ∃ t∗ ∈ [0, t] such that fi(x, t
∗) 6= 0 or

Q(x, t∗) 6= 0,

ii. for x ∈ ∂D1, ∃ t∗ ∈ [0, t] such that ūi(x, t
∗) 6= 0,

iii. for x ∈ ∂Dc
1 , ∃ t∗ ∈ [0, t] such that σ̄i(x, t

∗) 6= 0,

iv. for x ∈ ∂D2, ∃ t∗ ∈ [0, t] such that θ̄(x, t∗) 6= 0,

v. for x ∈ ∂Dc
2 , ∃ t∗ ∈ [0, t] such that q̄(x, t∗) 6= 0.

Now, the domain of influence of the present problem at an instant t is defined as:

D∗(t) = {x ∈ D̄ : D(t) ∩ S̄ (x0, ct) 6= Φ} (44)

where Φ is the empty set and S (x0, ct) is the open ball in the Euclidean 3D space R3

centered at x0 with radius ct.

The constant c is a positive constant of velocity dimension such that

9λ2

2µρ
+

6µ

ρ
+

2νθ0γ
2

τρ2ce
≤ c21,

k

τρce
≤ c22

and

c ≥ max{c1, c2} (45)

In order to prove the domain of influence theorem, we introduce a smooth non-decreasing

function Wε(z) as

Wε(z) =


0, if z ∈ (−∞, 0]

1, if z ∈ [ε,∞)

(46)

for sufficiently small ε > 0.

For 0 ≤ ζ ≤ t, we define an useful function H (x, ζ) with the help of the above function

Wε(z) as follows:

H : D × [0, t]→ R, such that H (x, ζ) = Wε(
R− r
c

+ t− ζ). (47)
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Here, R > 0, t > 0 are fixed constants, r = |x − x0|, x0 is an arbitrary fixed point and

c > 0 is the velocity of the thermal signals defined by (45).

It is obvious that H (x, ζ) is a smooth function on D × [0, t] and it vanishes outside the

set Σ, which is defined by

Σ =
⋃

ζ∈[0,t]

S [x0,R + c(t− ζ)].

The open ball S (x0, d) is defined as

S (x0, d) = {x ∈ R3 : |x− x0| < d}.

Now, we define the functions U (x, ζ) as

U (x, ζ) =
1

2

[
ρu̇iu̇i + λe2 + 2µeijeij +

ρce
θ0

(θ + τDωθ)
2 +

ρce
θ0
τ(ν − τ)(Dωθ)

2

]
(x, ζ), (48)

Lemma 2.

For any two positive real numbers ν and τ such that ν ≥ τ, the scalar valued function f,

defined on D̄ , satisfies the following inequality:

(f + νDωf)2 ≤ (
ν

τ
)[(f + τDωf)2 + τ(ν − τ)(Dωf)2].

Proof .

We consider the following expression

g = (
ν

τ
)[(f + τDωf)2 + τ(ν − τ)(Dωf)2]− (f + νDωf)2.

Straight forward calculations give g = (ν−ττ )f2 ≥ 0 and this proves the Lemma 2.

Lemma 3

Let Aij , h and yi denote the components of a symmetric tensor, a scalar quantity and the

components of a vector respectively, (x) = (xi) ∈ R3, |x| = r and i, j = 1, 2, 3, then for
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any arbitrary parameter p′ > 0, the following inequalities hold:

(i)
Aijxiyj

r ≤ 1
2 [p′AijAij + 1

p′ yiyi], (dim p′ = dim yi
dimAij

).

Proof .

Aijxiyj
r

=
A11x1y1

r
+
A12x1y2

r
+
A13x1y3

r

+
A21x2y1

r
+
A22x2y2

r
+
A23x2y3

r

+
A31x3y1

r
+
A32x3y2

r
+
A33x3y3

r
. (49)

Now, for any arbitrary parameter p′ > 0 the arithmetic-geometric mean inequality

ab ≤ 1

2
[p′a2 +

1

p′
b2], (dim p′ =

dim b

dim a
)

of each term in (46) yields the following relation

Aijxiyj
r

≤ 1

2
[(p′A2

11 +
1

p′
x21
r2
y21) + (p′A2

12 +
1

p′
x21
r2
y22) + (p′A2

13 +
1

p′
x21
r2
y23)

+(p′A2
21 +

1

p′
x22
r2
y21) + (p′A2

22 +
1

p′
x22
r2
y22) + (p′A2

23 +
1

p′
x22
r2
y23)

+(p′A2
31 +

1

p′
x23
r2
y21) + (p′A2

32 +
1

p′
x23
r2
y22) + (p′A2

33 +
1

p′
x23
r2
y23)]. (50)

Then, (50) proves the Lemma 3(i) as |x| =
√
x21 + x22 + x23 = r.

(ii) hxiyi
r ≤ 1

2 [p′h2 + 1
p′ yiyi], (dim p′ = dim yi

dimh ).

Proof .

hxiyi
r

=
hx1y1
r

+
hx2y2
r

+
hx3y3
r

. (51)

Similarly, following the way as in (i) we obtain from (51) that

hxiyi
r
≤ 1

2
[(p′

h2x21
r2

+
1

p′
y21) + (p′

h2x22
r2

+
1

p′
y22) + (p′

h2x23
r2

+
1

p′
y23)]

(52)

Then, (52) proves the Lemma 3(ii) as |x| =
√
x21 + x22 + x23 = r.

Lemma 4.

|H,jσij u̇i − H,i(θ+νDωθ)qi
θ0

| ≤ W ′
[
U (x, ζ) + 2νk

θ0
θ,iθ,i

]
.
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Proof .

Since, H,j = ∂H
∂r

∂r
∂xj

= −1
cW
′
ε
xj
r ,

we have,

|H,jσij u̇i −
H,i(θ + νDωθ)qi

T0
|

= | − 1

c
W ′
ε

xj
r
σij u̇i +

1

c
W ′
ε

xi
r

(θ + νDωθ)qi
θ0

|

≤ 1

c
W ′
ε

1

r

[
|λexiu̇i + 2µeijxj u̇i − γ(θ + νDωθ)xiu̇i|+ |

(θ + νDωθ)xiqi
θ0

|
]

With suitable choice of the parameter p′ = 2µc
9λ ,

c
3 ,

ρcecτ
2θ0γν

, k
2νc and using Lemma-1, Lemma-3

the above relation yields,

|H,jσij u̇i −
H,i(θ + νDωθ)qi

θ0
|

≤ 1

2
W ′
ε

[(2

9
µe2 + c−2

9λ2

2µρ
ρu̇iu̇i

)
+
(2

3
µeijeij + c−2

6µ

ρ
ρu̇iu̇i

)
+
{1

2

ρce
θ0

(θ + τDωθ)
2

+
1

2

ρce
θ0
τ(ν − τ)(Dωθ)

2 +
2νθ0γ

2

τρ2ce
c−2ρu̇iu̇i

}
+
{1

2

ρce
θ0

(θ + τDωθ)
2

+
1

2

ρce
θ0
τ(ν − τ)(Dωθ)

2
}{ 4νkθ,iθ,i

ρce[(θ + τDωθ)2 + τ(ν − τ)(Dωθ)2]
+
kc−2

ρceτ

}]
≤ W ′

[
U (x, ζ) +

2νk

θ0
θ,iθ,i

]
where the constant c is given by the inequality (45).

Theorem 1 (Domain of dependence inequality).

Let the the solution of the system of Eqs. (1)-(4) is (ui, θ) in the presence of the initial

conditions (6) and the boundary conditions (7) with the inequality (45), then for any

R > 0, t > 0 and x0 ∈ D , the following inequality holds:
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∫
D(x0,R)

U (x, t)dD +
ρce
θ0

(ν − τ)

∫ t

0
dζ

∫
D [x0,R+c(t−ζ)]

θ̇DωθdD

+
1

θ0

∫ t

0
dζ

∫
D [x0,R+c(t−ζ)]

[kθ,iθ,i + νkθ,i(Dωθ),i]dD

≤
∫

D(x0,R+ct)
U (x, 0)dD +

∫ t

0
dζ

∫
D [x0,R+c(t−ζ)]

ρ[fiu̇i +
Q(θ + νDωθ)

θ0
]dD

+

∫ t

0
dζ

∫
∂D [x0,R+c(t−ζ)]

[σ̄iu̇i −
q̄θ + νDωθ)

θ0
]dA

where D(x0, d) = {x ∈ D : |x− x0| < d}, ∂D(x0, d) = {x ∈ ∂D : |x− x0| = d}.

Proof :

For any (x, ζ) ∈ D × [0, t], multiplying the Eq. (3) by H u̇i and using the relation

(H σij u̇i),j = H,jσij u̇i + H σij,j u̇i + H σij u̇i,j , one can deduce that

1

2
H

d

dt
(ρu̇iu̇i) = ρH fiu̇i+(H σij u̇i),j−H,jσij u̇i−

[
λeδij +2µeij−γ(θ+νDωθ)δij

]
H u̇i,j .

(53)

Again, multiplying the Eq. (4) by 1
θ0

(θ+ νDωθ)H = 1
θ0

[(θ+ τDωθ) + (ν − τ)Dωθ]H and

using the relation (H θqi),i = H,iθqi + H θ,iqi + H θqi,i, we obtain

1

2
H

d

dt

[ρce
θ0

(θ + τDωθ)
2 +

ρce
θ0
τ(ν − τ)(Dωθ)

2
]

+
ρce
θ0

(ν − τ)θ̇(Dωθ)H =
ρQ(θ + νDωθ)

θ0
H

− 1

θ0

{[
(θ + νDωθ)qiH

]
,i
− (θ + νDωθ)qiH,i − qi(θ + νDωθ),iH

}
− γH θė(θ + νDωθ).

(54)

Adding the Eqs.(53) and (54), we get

1

2
H

d

dt

[
ρu̇iu̇i +

ρce
θ0

(θ + τDωθ)
2 +

ρce
θ0
τ(ν − τ)(Dωθ)

2
]

+
ρce
θ0

(ν − τ)θ̇DωθH

+
kθ,i(θ + νDωθ),i

θ0
H =

[
fiu̇i +

Q(θ + νDωθ)

θ0

]
ρH +

[{
σij u̇i −

(θ + νDωθ)qj
θ0

}
H
]
,j

− (λeė+ 2µeij ėij)H −H,jσij u̇i +
(θ + νDωθ)qi

θ0
H,i. (55)

The Eq. (55) can be rewritten as
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1

2
H

d

dt
[ρu̇iu̇i + λe2 + 2µeijeij +

ρce
θ0

(θ + τDωθ)
2 +

ρce
θ0
τ(ν − τ)(Dωθ)

2]

+
ρce
θ0

(ν − τ)θ̇DωθH +
[θ,iθ,i + νθ,i(Dωθ),i]

θ0
kH = [fiu̇i +

Q(θ + νDωθ)

θ0
]ρH

+ [(σij u̇i −
(θ + νDωθ)qj

θ0
)H ],j −H,jσij u̇i +

(θ + νDωθ)qi
θ0

H,i. (56)

or,

H U̇ (x, ζ) +
ρce
θ0

(ν − τ)θ̇(Dωθ)H +
[θ,i + ν(Dωθ),i]θ,i

θ0
kH = [fiu̇i +

Q(θ + νDωθ)

θ0
]ρH

+ [(σij u̇i −
(θ + νDωθ)qj

θ0
)H ],j −H,jσij u̇i +

(θ + νDωθ)qi
θ0

H,i (57)

which leads to,∫
D

H U (x, t)dD +
ρce
θ0

(ν − τ)

∫ t

0
dζ

∫
D

H θ̇(Dωθ)dD +
1

θ0

∫ t

0
dζ

∫
D
k[θ,i + ν(Dωθ),i]θ,iH dD

=

∫
D

H U (x, 0)dD +

∫ t

0
dζ

∫
D

[fiu̇i +
Q(θ + νDωθ)

θ0
]ρH dD +

∫ t

0
dζ

∫
∂D

[σ̄iu̇i −
q̄(θ + νDωθ)

θ0
]H dA

+

∫ t

0
dζ

∫
D

˙H U (x, ζ)dD −
∫ t

0
dζ

∫
D

(H,jσij u̇i −
(θ + νDωθ)qi

θ0
)H,idD .

(58)

Now, using the Lemma-4, we obtain∫ t

0
dζ

∫
D

˙H U (x, ζ)dD −
∫ t

0
dζ

∫
D

(H,jσij u̇i −
H,i(θ + νDωθ)qi

θ0
)dD − 1

θ0

∫ t

0
dζ

∫
D

H kθ,iθ,idD

≤ 1

θ0

∫ t

0
dζ

∫
D
kθ,iθ,i

(
2νW ′ −H

)
dD ≤ 0.

(59)

Note: This also gives an idea about an upper bound of the parameter ν i.e. ν ≤
(
H /2W ′).

With the help of the inequality (59), the equation (58) yields

∫
D

H U (x, t)dD +
ρce
θ0

(ν − τ)

∫ t

0
dζ

∫
D

H θ̇DωθdD +
1

θ0

∫ t

0
dζ

∫
D
kν(Dωθ),iθ,iH dD

≤
∫

D
H U (x, 0)dD +

∫ t

0
dζ

∫
D

[
fiu̇i +

Q(θ + νDωθ)

θ0

]
ρH dD +

∫ t

0
dζ

∫
∂D

[σ̄iu̇i −
q̄θ + νDωθ)

θ0
]H dA

(60)

Making ε → 0 in the above relation, we see that H approaches boundedly to the

characteristic function of Σ and hence the Theorem-1.
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Theorem 2 (Domain of influence theorem).

If the system of Eqs. (1)-(4) a solution (ui, θ) subjected to the conditions (6)-(7), then

ui = θ = 0 on {D̄ \D∗(t)} × [0, t].

Proof : To prove the Theorem 2 we proceed as follows:

Let (x0, t
∗) ∈ {D̄ \D∗(t)} × [0, t], an arbitrary fixed point.

Then, by using the Theorem 1(Domain of dependence inequality) with t = t∗ and R =

c(t− t∗), we obtain∫
D [x0,c(t−t∗)]

U (x, t∗)dD +
ρce
θ0

(ν − τ)

∫ t

0
dζ

∫
D [x0,c(t−ζ)]

θ̇DωθdD

+
1

θ0

∫ t∗

0
dζ

∫
D [x0,c(t−ζ)]

kν(Dωθ),iθ,idV ≤
∫

D(x0,ct)
U (x, 0)dD

+

∫ t∗

0
dζ

∫
D [x0,c(t−ζ)]

ρ[fiui +
Q(θ + νDωθ)

θ0
]dD +

∫ t∗

0
dζ

∫
∂D [x0,c(t−ζ)]

[σ̄iu̇i −
q̄(θ + νDω)θ

θ0
]dA.

(61)

Since, x0 ∈ {D̄ \D∗(t)} × [0, t], we have x ∈ D(x0, ct)⇒ x /∈ D(t) and hence∫
D(x0,ct)

U (x, 0)dD = 0. (62)

Again, since D [x, c(t− ζ)] ⊆ D(x0, ct), we also obtain

∫ t∗

0
dζ

∫
D [x0,c(t−ζ)]

ρ[fiui +
Q(θ + νDωθ)

T0
]dD = 0, (63)

and ∫ t∗

0
dζ

∫
∂D [x0,c(t−ζ)]

[σ̄iu̇i −
q̄(θ + νDωθ)

T0
]dA = 0. (64)

Now, with the help of the inequality (29), the Lemma 1 and the relations (62)-(64), we

obtain from (61) that ∫
D [x0,c(t−t∗)]

U (x, t∗)dD ≤ 0. (65)

The definition of U implies that

u̇i(x0, t
∗) = θ(x0, t

∗) = 0 (66)
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for all (x0, t
∗) ∈ {D̄ \D∗(t)} × [0, t].

Finally, since ui(x0, 0) = 0 for all x0 ∈ {D̄ \D∗(t)} × [0, t], we deduce that

ui(x0, t
∗) = θ(x0, t

∗) = 0 for all (x0, t
∗) ∈ {D̄ \D∗(t)} × [0, t].

Thus, the proof of the theorem is complete.

Special cases:

(i) ForK(t−ξ) = 1 and ω −→ 0, the present thermoelasticity theory reduces to temperature-

rate dependent thermoelasticity theory with finite speed propagation [5].

(ii) For ν = τ = 0, the present thermoelasticity theory reduces to classical coupled ther-

moelasticity theory with infinite speed propagation [1].

Application

We consider a two dimensional elastic body in the xy-plane such that −∞ < x < ∞ and

0 ≤ y < ∞. An external heat source is present at some point upon the x-axis. The

entire x-axis is assumed to be the boundary of the plate under consideration. The coupled

governing equations without external body forces and external heat sources per unit mass

are obtained as,

µ∇2u+ (λ+ µ)
∂e

∂x
− γ (1 + νDω)

∂θ

∂x
= ρü

µ∇2v + (λ+ µ)
∂e

∂y
− γ (1 + νDω)

∂θ

∂y
= ρv̈

(67)

k∇2θ = ρce (1 + τDω) θ̇ + γθ0
∂

∂t

(
∂u

∂x
+
∂v

∂y

)
(68)

where e = exx + eyy = ∂u
∂x + ∂v

∂y .

Applying the non-dimensional transformations

(
x′, y′, u′, v′

)
= v1ς (x, y, u, v) ,

(
ν ′, τ ′, t′

)
= v21ς (ν, τ, t) , θ′ =

γ

λ+ 2µ
θ

where v21 = λ+2µ
ρ , ς = ρce

k .

we obtain,
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∂2u

∂x2
+
∂2u

∂y2
+ β

∂

∂x

(
∂u

∂x
+
∂v

∂y

)
− β (1 + νDω)

∂θ

∂x
= βü

∂2v

∂x2
+
∂2v

∂y2
+ β

∂

∂y

(
∂u

∂x
+
∂v

∂y

)
− β (1 + νDω)

∂θ

∂y
= βv̈

(69)

∂2θ

∂x2
+
∂2θ

∂y2
= (1 + τDω) θ̇ + ε

(
∂u

∂x
+
∂v

∂y

)
(70)

where β = λ+2µ
µ and ε = γ2θ0

ρce(λ+2µ) is the thermoelastic coupling factor.

Initial and boundary conditions

The initial conditions of the problem are given by,

u(x, y, 0) = u̇(x, y, 0) = v(x, y, 0) = v̇(x, y, 0) = θ(x, y, 0) = θ̇(x, y, 0) = 0 (71)

σxx(x, y, 0) = σyy(x, y, 0) = σyx(x, y, 0) = σxy(x, y, 0) = 0 (72)

The boundary condition is considered as,

u(x, 0, t) = v(x, 0, t) = 0

θ(x, 0, t) = f(x, t)
(73)

Equations in integral transform domain

Ezzat and his co-workers [32] proposed another form of the memory kernel,

K(t− ξ) = 1− 2b

ω
(t− ξ) +

a2 (t− ξ)2

ω2
(74)

where ω is the time delay and a, b are the parameters to be chosen.

Laplace transform of a function containing the MDD would have been a challenging

task in our succeeding discussion. Thus, Laplace transform of any function f(t) with first

order MDD is provided here,

L [Dωf(t)] =
f(s)

ω

((
1− 2b

ωs
+

2a2

ω2s2

)
− exp (−ωs)

(
1− 2b2 + a2 +

2
(
a2 − b

)
ωs

+
2a2

ω2s2

))
(75)
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If the kernel function in MDD is constant i.e. when K(t, p) = 1 then,

L [Dωf(t)] =
1

ω
(1− exp (−ωs)) f(x, s) (76)

where f(x, s) denotes the Laplace transform of f(x, t) and f(x, t− ω) = 0 for t < ω.

Applying Laplace transform defined by the relation

f(x, y, s) = L [f(x, y, t)] =

∫ ∞
0

exp (−st) f(x, y, s)dt

followed by Fourier transform defined by

f
∗
(p, y, s) = F

[
f(x, y, s)

]
=

1√
2π

∫ ∞
−∞

exp (−ipx) f(x, y, s)dx

on Eq.(69) and Eq.(70) we get,

d2u∗

dy2
=
(
p2 + βp2 + βs2

)
u∗ + βs1ipθ

∗ − βipdv
∗

dy
(77)

d2v∗

dy2
=

1

1 + β

[(
p2 + βs2

)
v∗ − βipdu

∗

dy
+ βs1

dθ
∗

dy

]
(78)

d2θ
∗

dy2
= εipu∗ +

(
p2 + s3s

)
θ
∗

+ ε
dv∗

dy
(79)

Eq.(77), Eq.(78) and Eq.(79) can be written in matrix from as follows,

dŨ(p, y, s)

dy
= Ã(p, s)Ũ(p, y, s) (80)

where,

U =

[
u∗ v∗ θ

∗ du∗

dy

dv∗

dy

dθ
∗

dy

]T
and

Ã =

O I

P Q
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in which,

O =


0 0 0

0 0 0

0 0 0

 , I =


1 0 0

0 1 0

0 0 1

 , P =


m41 0 m43

0 m52 0

m61 0 m63

 , Q =


0 m45 0

m54 0 m56

0 m65 0


Here,

m41 = p2 + βp2 + βs2,m43 = βs1ip,m45 = −βip,m52 =
p2 + βs2

1 + β
,

m54 =
−βip
1 + β

,m56 =
βs1

1 + β
,m61 = εip,m63 = p2 + s3s,m65 = ε

(81)

where,

s1 = 1 + νξ

s3 = 1 + τξ

ξ =
1

ω

((
1− 2b

ωs
+

2a2

ω2s2

)
− exp (−ωs)

(
1− 2b2 + a2 +

2
(
a2 − b

)
ωs

+
2a2

ω2s2

))

Solution of the vector matrix differential equation

The characteristic equation of the matrix Ã(p, s) can be written as:

λ6 − t1λ4 + t2λ
2 − t3 = 0 (82)

where,

t1 = m65m56 +m45m54 +m63 +m52 +m41,

t2 = m45m54m63 −m43m54m65 +m41m65m56

−m45m61m56 +m52m63 +m41m63 +m41m52 −m61m43,

t3 = m41m63m52 −m43m61m52

(83)

We assume the eigen values of the matrix Ã(p, s) to be ±λ1, ±λ2 and ±λ3 which are

given by,
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λ1 =

√
1

3
(2k sin q + t1)

λ2 =

√
1

3

[
t1 − k

(√
3 cos q + sin q

)]
λ3 =

√
1

3

[
t1 + k

(√
3 cos q − sin q

)]
(84)

where,

k =
√
t21 − 3t2, q =

sin−1r

3
, r =

2t31 − 9t1t2 + 27t3
2k3

(85)

The right eigen vector X̃ =
[
X1 X2 X3 X4 X5 X6

]T
corresponding to the eigen

value λ is calculated as:

X̃ =



λ2 (m45m56 +m43)−m43m52

λ3m56 + λ (m54m43 −m41m56)

λ4 − λ2 (m41 +m52 +m45m54) +m41m52

λ3 (m45m56 +m43)− λm43m52

λ4m56 + λ2 (m54m43 −m41m56)

λ5 − λ3 (m41 +m52 +m45m54) + λm41m52


(86)

Thus from Eq.(86), the right eigen vectors X̃i corresponding to the eigen values λ = ±λi

are given by,

X̃1 = X̃
∣∣
λ=λ1

, X̃2 = X̃
∣∣
λ=−λ1 , X̃3 = X̃

∣∣
λ=λ2

, X̃4 = X̃
∣∣
λ=−λ2 , X̃5 = X̃

∣∣
λ=λ3

, X̃6 = X̃
∣∣
λ=−λ3

(87)

Assuming the regularity conditions at infinity (ie. u∗, v∗, θ
∗
,
du∗

dy
,
dv∗

dy
,
dθ
∗

dy
−→ 0 as

y →∞) the solution of Eq.(80) can be expressed as follows:

Ũ(p, y, s) = C1X̃2exp(−λ1y) + C2X̃4exp(−λ2y) + C3X̃6exp(−λ3y) (88)

where y > 0.

Hence the field functions can be expressed as follows:

u∗ =

3∑
i=0

CiΛiexp(−λiy) (89)
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v∗ =
3∑
i=0

CiΛ
′
iexp(−λiy) (90)

θ
∗

=
3∑
i=0

CiΛ
′′
i exp(−λiy) (91)

Applying Eq.(73) upon Eqs.(89)-(91) we obtain the expressions for Ci (i = 1, 2, 3) as

follows,

C1 =
f
∗

Λ

(
Λ2Λ

′
3 − Λ′2Λ3

)
C2 =

f
∗

Λ

(
Λ3Λ

′
1 − Λ′3Λ1

)
C3 =

f
∗

Λ

(
Λ1Λ

′
2 − Λ′1Λ2

)
(92)

where,

Λi = λ2i (m45m56 +m43)−m43m52

Λ′i = λ3im56 + λi (m54m43 −m41m56)

Λ′′i = λ4i − λ2i (m41 +m52 +m45m54) +m41m52

(93)

and,

Λ =

∣∣∣∣∣∣∣∣∣
Λ1 Λ2 Λ3

Λ′1 Λ′2 Λ′3

Λ′′1 Λ′′2 Λ′′3

∣∣∣∣∣∣∣∣∣ (94)

Suppose a constant step up temperature is applied along the x-axis, then the function

f(x, t) in Eq.(73) can be taken as Q0H(x)H(t).

For this the solution in transformed domain will be given by Eqs.(89)-(91), where

C1 =
Q0

2sΛ

(
δ(p)− i

πp

)(
Λ2Λ

′
3 − Λ′2Λ3

)
C2 =

Q0

2sΛ

(
δ(p)− i

πp

)(
Λ3Λ

′
1 − Λ′3Λ1

)
C3 =

Q0

2sΛ

(
δ(p)− i

πp

)(
Λ1Λ

′
2 − Λ′1Λ2

)
(95)

Numerical results and discussion

In order to illustrate the theories discussed in the article, we consider the inverse fourier

transform of the Eqs.(89)-(91) in view of Eq.(95), followed by the inverse laplace transform.

22

Jo
urn

al 
Pre-

pro
of



Since it is complicated to determine the inverse laplace transform of the above mentioned

equations analytically, we employ the algorithm for numerical inversion given by Honig

and Hirdes [36]. For the purpose of numerical computation in the space-time domain, we

choose the parameters of a copper-like material where the values of the physical constants

are as follows (for detail see Banerjee et al. [22]):

λ = 7.76× 1010N/m2, µ = 3.86× 1010N/m2, ε = 0.0168, τ = 1, ν = 5, Q0 = 1

The numerical computations were carried out comparing the displacements u, v and tem-

perature θ along the y-axis considering time delays ω = 0.01 (Figs.1-3) and ω = 0.05

(Figs.4-6). We considered three different set of values for the memory dependent param-

eters a and b (see the figures). The most important phenomena observed in each of the

graphs that the solution of the thermoelastic problem of the present model in the presence

of MDD is restricted in a bounded region and beyond this region the solution is identically

zero. This means that thermal signals according to the novel generalized thermoelasticity

theory with MDD shows the behavior of the finite speeds of wave propagation and hence

provides a supporting visualization to the overall theory of the domain of influence theorem

of the present thermoelasticity theory.

Fig. 1 Displacement u along the y-axis for different values of a and b in context of MDD,
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considering ω = 0.01.

Fig. 2 Displacement v along the y-axis for different values of a and b in context of MDD,

considering ω = 0.01.

Fig. 3 Temperature θ along the y-axis for different values of a and b in context of MDD,

considering ω = 0.01.
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Fig. 4 Displacement u along the y-axis for different values of a and b in context of MDD,

considering ω = 0.05.

Fig. 5 Displacement v along the y-axis for different values of a and b in context of MDD,

considering ω = 0.05.
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Fig. 6 Temperature θ along the y-axis for different values of a and b in context of MDD,

considering ω = 0.05.

Conclusions and possible future perspectives

The following remarkable points and possible future perspectives are obtained from theo-

retical analysis and numerical simulation of the present article:

• The thermodynamic consistency of the temperature-rate dependent thermoelasticity

(TRDTE) theory with memory is established.

• In order to prove the finite propagation speed of the thermal signals of the present

model, a domain of influence theorem is established.

• In the limiting case of the present model ν = τ → 0, consequently the definition of c

implies that c→∞ i.e. thermal signals propagate with infinite speed. This result is

well expected since the present model reduces to the classical thermoelasticity theory.

• The analysis is considered for homogeneous and isotropic materials. Based on ap-

propriate hypotheses upon the material coefficients, the results can also be extended

to the class of anisotropic and inhomogeneous materials.
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• Thermoelasticity theories with second sound in the presence of memory-dependent

derivative (MDD) have seen a wide range of applications in both theoretical and ap-

plied viewpoints in recent years. However, a better understanding of the mechanism

of memory effect on multiphysical responses of advanced materials is yet required,

specifically in the industrial applications. According to the necessity of the physical

problem, appropriate choices of the kernel function and the time-delay of MDD show

their advantages in dealing with damping in various oscillatory systems as well as

transient, time-dependent thermal wave effect due to various types of heating [37–40].

Memory-dependent heat conduction theories are ideal to capture the history of heat

conduction and its impact on the thermo-mechanical responses of advanced mate-

rials and provides a more accurate prediction of the integrity of structures under

high-strain rate mechanical deformation as well as thermal shocks.

Acknowledgement: Authors would like to thank the respected reviewers’ for their valu-

able comments and suggestions to improve quality of the paper.
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Abstract In the present article, the wave propagation in a homogeneous semi-infinite sil-
icon plate through photo-thermal process has been comparatively studied under the light
of memory-dependent thermoelasticity theories with thermal relaxations. Without neglect-
ing the coupling between the plasma and thermoelastic waves that photo-generated through
intensity modulated beam of non-Gaussian laser pulse, a two-dimensional semiconducting
medium having homogeneity in thermal and elastic properties is considered. The analytical
solutions were observed in the domain of Laplace–Fourier transform by the method of eigen-
values approach. Finally, suitable graphical discussions and conclusions are presented with
respect to varied thermal relaxation times.

1 Introduction

Analysing the after effects of an incident laser beam upon an elastic body is carried out by the
photo-thermal modelling of the experiment. This leads to the excitation of short elastic pulses
in the body, which is of noted interest for engineers due to its application in several fields
involving a semiconducting material. Of late, the investigation of the photo-thermoelastic
effects of a laser strike upon a semiconducting material with a band gap energy Eg becomes
of interest to scientists and mathematicians when the laser beam’s photo-energy E is higher
than Eg. This incident is followed by an electron excitement where an electron travels the
valence band to an energy level of E − Eg, which is above the conduction band edge. Pairs
of electron–hole plasma are formed, which is followed by a recombination process. The
diffusion behaviour controls the plasma density which is similar to the heat flow process of
the thermal source. Hence, a modulated plasma density along with the thermal wave arises,
when a laser beam is incident upon the material’s surface. This wave obviously produces a
local strain and stress upon the material.

The conventional theory of thermoelasticity based upon the Fourier’s law of heat con-
duction has several flaws. The parabolic nature of that theory predicted infinite propagation
speeds for thermal waves, which were absurd. In the year 1967, Lord and Shulmann [1]
introduced a generalized theory of thermoelasticity by replacing the parabolic model with a
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hyperbolic model. The Fourier’s classical law of heat conduction was replaced by a new law
which contained one thermal relaxation time parameter connected to the heat flux vector.
This new law contains the heat flux vector as well as its time derivative. In 1972, Green and
Lindsay [2] proposed their generalization to the theory of thermoelasticity. They not only
modified the heat conduction equation, but also the equation of motion by introducing two
relaxation time parameters. In their theory, the Duhamel–Neumann relationships and the
entropy relation were modified by introducing two relaxation times that relate the stress and
entropy to the temperature rate.

During the last decade, the modelling of thermoelastic problems viewed the requirement
of using new derivative tools. Mathematicians argued the reason behind the requirement of a
new form of derivative by reasoning that the next state of physical system not only depends
upon the present state, but also upon all of its historical states. Thus, the presence of a memory
factor is required to describe and analyse a physical problem involving elastic bodies. Wang
and Li [3] introduced the concept of memory-dependent derivatives (MDD) in the beginning
of the past decade. The MDDs are local, as well as they exhibit a memory recalling nature
too. Thus, the incorporation of MDDs served useful to many thermoelastic problems. In some
recent works, several authors investigated the effect of MDD upon thermoelastic and their
allied systems [4–12].

In recent times, the effect of laser pulsed heating upon thermoelastic bodies is being under
constant study. In this regard, the work of Abbas and Marin [13] which showed that increasing
the relaxation time reduces the magnitudes of the field variables when studied under the
light of laser pulsed heat source. Also to mention that photo-thermal behaviour upon elastic
bodies is becoming an interesting field of study for researchers. Due to the plasma wave’s
depth difference, the thermal and elastic waves are produced that in turn produces periodic
heat and mechanical scatterings. These effects of photo-thermoelastic deformations upon a
semiconducting medium with a coupled mathematical system containing thermoelastic and
plasma equations have been recently studied and analysed by various researchers [14–17]. In
the present paper, we studied coupled systems of plasma and thermoelastic models based upon
the modifications of the Lord–Shulman type and Green–Lindsay type models with memory.
Comparative investigations are carried out analysing the photo-thermoelastic interactions
of a non-Gaussian laser pulse upon a silicon plate with respect to varied thermal relaxation
times. The analytical solutions are expressed in the Laplace and Fourier transformed domains,
adopting the eigenvalue approach. The numerical computations are carried out for a silicon-
like semiconducting material by inverting the transformed equations, and the outcomes are
represented graphically.

2 Mathematical model

The photo-thermoelastic theory is mainly based upon the coupled equations of elastic, plasma
and thermal waves having variables of plasma carrier density n and temperature distribution
θ along with the components of elastic displacement ui and stress σi j . We shall consider the
discussion restricted to a homogeneous, elastic and isotropic material.
The equation of motion as formulated by Nowacki [18] is

σi j, j = ρüi (1)

The plasma-coupled modified Hooke–Duhamel–Neumann law is given by [14,15]

σi j = μ
(
ui. j + u j,i

) + (
λuk,k − γnN − γtθ

)
δi j (2)
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and the memory-dependent plasma-coupled Hooke–Duhamel–Neumann law with a thermal
relaxation time is

σi j = μ
(
ui. j + u j,i

) + (
λuk,k − γnN − γt (1 + νDω) θ

)
δi j (3)

Using Eqs. (1) and (2), we obtain the modified displacement equation of motion without
thermal relaxation time

(λ + μ) u j,i j + μui, j j − γnN,i − γtθ,i = ρüi (4)

and by using Eqs. (1) and (3), we obtain the memory-dependent displacement equation of
motion with a thermal relaxation time

(λ + μ) u j,i j + μui, j j − γnN,i − γt (1 + νDω) θ,i = ρüi (5)

The coupling between plasma and thermoelastic waves is provided by the equation

DeN, j j − Ṅ − N

τ0
+ δ

θ

τ0
= 0 (6)

Owing to the coupling between the plasma and the heat conduction equation [19,20], the
memory-dependent Lord–Shulman type plasma-heat conduction equation can be written as:

K θ, j j + Eg

τ0
N = (1 + τDω)

(
ρce θ̇ + γtθ0u̇ j, j

)
(7)

and the memory-dependent Green–Lindsay type plasma-heat conduction equation in coupled
form is

K θ, j j + Eg

τ0
N = ρce (1 + τDω) θ̇ + γtθ0u̇ j, j (8)

Relations (2), (4), (6) and (7) form the constitutive equations for a memory-dependent
extended photo-thermoelasticity (EPTE) theory (with one thermal relaxation time param-
eter); and the relations (3), (5), (6) and (8) form the constitutive equations for a memory-
dependent temperature-rate-dependent photo-thermoelasticity (TRDPTE) theory (with two
thermal relaxation time parameters).

Here N = n−n0 (n0 is the equilibrium carrier density), θ0 is the reference temperature, ρ is
the medium density, λ and μ are Lame’s constants, γn = (3λ + 2μ) dn (dn is the coefficient of
electronic deformation), γt = (3λ + 2μ) αt (αt is the coefficient of linear thermal expansion),
τ and ν are the thermal relaxation times (for semiconductors 10−12s ≤ τ, ν ≤ 10−10s), De

is the coefficient of carrier diffusion, τ0 is the photo-generated carrier lifetime, δ = ∂n0
∂θ

is
the thermal activation coupling factor, Eg is the semiconductor energy gap, K is the thermal
conductivity, ce is the specific heat at constant strain, ω is the time delay (see “Appendix”).

3 Application

Consider a two-dimensional silicon plate in the xy-plane such that −∞ < x < ∞ and
0 ≤ y < ∞. The entire x-axis is assumed to be the boundary of the plate under consideration.
A non-Gaussian laser pulse (see “Appendix”) is applied, which may be scaled to any point
upon the boundary of the plate. The components of the photo-thermoelastic variables in the
silicon medium are defined as N (x, y, t), θ(x, y, t), u(u, v, 0), u(x, y, 0) and v(x, y, 0) (Fig.
1).
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Fig. 1 A schematic illustration of the silicon plate

Initial conditions are considered as

u(x, y, 0) = v(x, y, 0) = N (x, y, 0) = θ(x, y, 0) = 0 (9)

u̇(x, y, 0) = v̇(x, y, 0) = Ṅ (x, y, 0) = θ̇ (x, y, 0) = 0 (10)

σxx (x, y, 0) = σyy(x, y, 0) = σyx (x, y, 0) = 0 (11)

Here we consider the line of applied laser pulse as the x-axis and the origin is taken at the
middle point of the applicable region of the laser pulse. More specifically, the laser pulse is
applied in the region −L < x < L and there is no other stresses on the boundary. Hence,
the boundary conditions are as follows:

σyy(x, 0, t) = σyx (x, 0, t) = 0 (12)

θ(x, 0, t) = θ0H(L − |x |)LP (t) (13)

The flux of the carrier density at the boundary is considered as:

De
∂N

∂y

∣∣∣
(x,0,t)

= s0N (14)

where H(L − |x |) is the Heaviside function, LP (t) is the non-Gaussian laser pulse function
(see “Appendix”) and s0 is the velocity of surface re-combinations.

4 Memory-dependent EPTE model

From Eqs. (2), (4), (6) and (7), the constitutive equations in two-dimensional form are
expressed as:

(λ + 2μ)
∂2u

∂x2 + (λ + μ)
∂2v

∂x∂y
+ μ

∂2u

∂y2 − γn
∂N

∂x
− γt

∂θ

∂x
= ρ

∂2u

∂t2 (15)

(λ + 2μ)
∂2v

∂y2 + (λ + μ)
∂2u

∂x∂y
+ μ

∂2v

∂x2 − γn
∂N

∂y
− γt

∂θ

∂y
= ρ

∂2v

∂t2 (16)

De

(
∂2N

∂x2 + ∂2N

∂y2

)
− N

τ0
+ δ

θ

τ0
= ∂N

∂t
(17)

K

(
∂2θ

∂x2 + ∂2θ

∂y2

)
= − Eg

τ0
N + (1 + τDω)

[
ρce

∂θ

∂t
+ γtθ0

∂

∂t

(
∂u

∂x
+ ∂v

∂y

)]
(18)

σxx = (λ + 2μ)
∂u

∂x
+ λ

∂v

∂y
− γnN − γtθ (19)

σyy = (λ + 2μ)
∂v

∂y
+ λ

∂u

∂x
− γnN − γtθ (20)
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σyx = σxy = μ

(
∂u

∂y
+ ∂v

∂x

)
(21)

For convenience, the following non-dimensional transformations are considered:(
x ′, y′, u′, v′) = cη (x, y, u, v) ,

(
ν′, τ ′, τ ′

0, t
′) = c2η (ν, τ, τ0, t) ,

N ′ = N

n0
, θ ′ = θ

θ0
, σ ′

i j = σi j

μ

(22)

where c2 = λ+2μ
ρ

, η = ρce
K .

Applying the above non-dimensional transformations upon Eqs. (15)–(21), we obtain

∂2u

∂x2 + α1
∂2v

∂x∂y
+ α2

∂2u

∂y2 − βn
∂N

∂x
− βt

∂θ

∂x
= ∂2u

∂t2 (23)

∂2v

∂y2 + α1
∂2u

∂x∂y
+ α2

∂2v

∂x2 − βn
∂N

∂y
− βt

∂θ

∂y
= ∂2v

∂t2 (24)

∂2N

∂x2 + ∂2N

∂y2 = α

(
∂N

∂t
+ N

τ0

)
− β

θ

τ0
(25)

∂2θ

∂x2 + ∂2θ

∂y2 = −ε2
N

τ0
+ (1 + τDω)

[
∂θ

∂t
+ ε1

∂

∂t

(
∂u

∂x
+ ∂v

∂y

)]
(26)

σxx = ∂u

∂x
+ α3

∂v

∂y
− βnN − βtθ (27)

σyy = ∂v

∂y
+ α3

∂u

∂x
− βnN − βtθ (28)

σyx = σxy = α2

(
∂u

∂y
+ ∂v

∂x

)
(29)

where α1 = λ+μ
λ+2μ

, α2 = μ
λ+2μ

, α3 = λ
λ+2μ

, βn = n0γn
λ+2μ

, βt = θ0γt
λ+2μ

, β = δθ0
n0ηDe

, α = 1
ηDe

,

ε1 = γt
ρce

and ε2 = Egn0
ηK θ0

are the plasma-thermoelastic coupling factors.

4.1 Equations in Laplace–Fourier transform domain

Applying Laplace transform defined by the relation

f (x, y, s) = L [ f (x, y, t)] =
∫ ∞

0
exp (−st) f (x, y, s)dt

followed by Fourier transform defined by

f
∗
(p, y, s) = F

[
f (x, y, s)

] = 1√
2π

∫ ∞

−∞
exp (−i px) f (x, y, s)dx

on Eqs. (23) and (29), we get

d2u∗

dy2 = s2 + p2

α2
u∗ + i pβn

α2
N

∗ + i pβt

α2
θ

∗ − i pα1

α2

dv∗

dy
(30)

d2v∗

dy2 = (
s2 + p2α2

)
v∗ − i pα1

du∗

dy
+ βn

dN
∗

dy
+ βt

dθ
∗

dy
(31)

d2N
∗

dy2 =
(

αs + α

τ0
+ p2

)
N

∗ − β

τ0
θ

∗
(32)
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d2θ
∗

dy2 = i ps2sε1u
∗ − ε2

τ0
N

∗ + (
s2s + p2) θ

∗ + s2sε1
dv∗

dy
(33)

σ ∗
xx = i pu∗ + α3

dv∗

dy
− βnN

∗ − βtθ
∗

(34)

σ ∗
yy = i pα3u

∗ + dv∗

dy
− βnN

∗ − βtθ
∗

(35)

σ ∗
yx = σ ∗

xy = α2

(
du∗

dy
+ i pv∗

)
(36)

where

s2 = 1 + τξ

and

ξ = 1

ω

((
1 − 2b

ωs
+ 2a2

ω2s2

)
− exp (−ωs)

(
1 − 2b2 + a2 + 2

(
a2 − b

)
ωs

+ 2a2

ω2s2

))

Equations (30), (31), (32) and (33) can be written in vector-matrix form as follows:

dŨ (p, y, s)

dy
= Ã(p, s)Ũ (p, y, s) (37)

where

U =
[
v∗ u∗ N

∗
θ

∗ dv∗

dy

du∗

dy

dN
∗

dy

dθ
∗

dy

]T

and

Ã =
[
O I
P Q

]

in which

O =

⎡
⎢⎢⎣

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦ , I =

⎡
⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦

,

P =

⎡
⎢⎢⎣
a51 0 0 0
0 a62 a63 a64

0 0 a73 a74

0 a82 a83 a84

⎤
⎥⎥⎦ , Q =

⎡
⎢⎢⎣

0 a56 a57 a58
a65 0 0 0
0 0 0 0
a85 0 0 0

⎤
⎥⎥⎦

Here

a51 = s2 + p2α2, a56 = −α1i p, a57 = βn, a58 = βt , a62 = s2 + p2

α2
, a63 = i pβn

α2
,

a64 = i pβt

α2
, a65 = − i pα1

α2
, a73 = α

(
s + 1

τ0

)
+ p2, a74 = − β

τ0
, a82 = i ps2sε1,

a83 = −ε2

τ0
, a84 = s2s + p2, a85 = ε1s2s

(38)
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5 Memory-dependent TRDPTE model

From Eqs. (3), (5), (6) and (8), the constitutive equations for the theory with two thermal
relaxation times are expressed as:

(λ + 2μ)
∂2u

∂x2 + (λ + μ)
∂2v

∂x∂y
+ μ

∂2u

∂y2 − γn
∂N

∂x
− γt (1 + νDω)

∂θ

∂x
= ρ

∂2u

∂t2 (39)

(λ + 2μ)
∂2v

∂y2 + (λ + μ)
∂2u

∂x∂y
+ μ

∂2v

∂x2 − γn
∂N

∂y
− γt (1 + νDω)

∂θ

∂y
= ρ

∂2v

∂t2 (40)

De

(
∂2N

∂x2 + ∂2N

∂y2

)
− N

τ0
+ δ

θ

τ0
= ∂N

∂t
(41)

K

(
∂2θ

∂x2 + ∂2θ

∂y2

)
= − Eg

τ0
N + ρce (1 + τDω)

∂θ

∂t
+ γtθ0

∂

∂t

(
∂u

∂x
+ ∂v

∂y

)
(42)

σxx = (λ + 2μ)
∂u

∂x
+ λ

∂v

∂y
− γnN − γt (1 + νDω) θ (43)

σyy = (λ + 2μ)
∂v

∂y
+ λ

∂u

∂x
− γnN − γt (1 + νDω) θ (44)

σyx = σxy = μ

(
∂u

∂y
+ ∂v

∂x

)
(45)

Applying the non-dimensional transformations (22) upon Eq. (39)-Eq. (45), we obtain

∂2u

∂x2 + α1
∂2v

∂x∂y
+ α2

∂2u

∂y2 − βn
∂N

∂x
− βt (1 + νDω)

∂θ

∂x
= ∂2u

∂t2 (46)

∂2v

∂y2 + α1
∂2u

∂x∂y
+ α2

∂2v

∂x2 − βn
∂N

∂y
− βt (1 + νDω)

∂θ

∂y
= ∂2v

∂t2 (47)

∂2N

∂x2 + ∂2N

∂y2 = α

(
∂N

∂t
+ N

τ0

)
− β

θ

τ0
(48)

∂2θ

∂x2 + ∂2θ

∂y2 = −ε2
N

τ0
+ (1 + τDω)

∂θ

∂t
+ ε1

∂

∂t

(
∂u

∂x
+ ∂v

∂y

)
(49)

σxx = ∂u

∂x
+ α3

∂v

∂y
− βnN − βt (1 + νDω) θ (50)

σyy = ∂v

∂y
+ α3

∂u

∂x
− βnN − βt (1 + νDω) θ (51)

σyx = σxy = α2

(
∂u

∂y
+ ∂v

∂x

)
(52)

where α1 = λ+μ
λ+2μ

, α2 = μ
λ+2μ

, α3 = λ
λ+2μ

, βn = n0γn
λ+2μ

, βt = θ0γt
λ+2μ

, β = δθ0
n0ηDe

, α = 1
ηDe

,

ε1 = γt
ρce

and ε2 = Egn0
ηK θ0

are the plasma-thermoelastic coupling factors.

5.1 Equations in integral transform domain

Applying Laplace transform followed by Fourier transform up on Eqs. (46) and (52), we
obtain

d2u∗

dy2 = s2 + p2

α2
u∗ + i pβn

α2
N

∗ + i pβt s1

α2
θ

∗ − i pα1

α2

dv∗

dy
(53)
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d2v∗

dy2 = (
s2 + p2α2

)
v∗ − i pα1

du∗

dy
+ βn

dN
∗

dy
+ βt s1

dθ
∗

dy
(54)

d2N
∗

dy2 =
(

αs + α

τ0
+ p2

)
N

∗ − β

τ0
θ

∗
(55)

d2θ
∗

dy2 = i psε1u
∗ + (

s2s + p2) θ
∗ − ε2

τ0
N

∗ + sε1
dv∗

dy
(56)

σ ∗
xx = i pu∗ + α3

dv∗

dy
− βnN

∗ − βt s1θ
∗

(57)

σ ∗
yy = i pα3u

∗ + dv∗

dy
− βnN

∗ − βt s1θ
∗

(58)

σ ∗
yx = σ ∗

xy = α2

(
du∗

dy
+ i pv∗

)
(59)

where

s1 = 1 + νξ

s2 = 1 + τξ

and

ξ = 1

ω

((
1 − 2b

ωs
+ 2a2

ω2s2

)
− exp (−ωs)

(
1 − 2b2 + a2 + 2

(
a2 − b

)
ωs

+ 2a2

ω2s2

))

Equation (53), Eq. (54), Eq. (55) and Eq. (56) can also be represented in a vector-matrix
differential equation form as shown in Eq. (37).

Here the expressions for the elements in matrices P and Q are given by

a51 = s2 + p2α2, a56 = −α1i p, a57 = βn, a58 = βt s1, a62 = s2 + p2

α2
, a63 = i pβn

α2
,

a64 = i pβt s1

α2
, a65 = − i pα1

α2
, a73 = α

(
s + 1

τ0

)
+ p2, a74 = − β

τ0
, a82 = i psε1

a83 = −ε2

τ0
, a84 = s2s + p2, a85 = ε1s

(60)

6 Solution of the vector matrix differential equations

The characteristic equation of the matrix Ã(p, s) can be written as:

m8 − t1m
6 + t2m

4 + t3m
2 + t4 = 0 (61)

where

t1 = a51 + a84 + a58a85 + a62 + a56a65 + a73,

t2 = a56a65a84 + a51a62 − a58a65a82 − a64a82 + a51a73 + a62a73 + a56a65a73 − a74a83

+ a51a84 + a62a84 + a73a84 + a58a62a85 + a58a73a85 − a57a74a85 − a56a64a85,

t3 = a56a65a74a83 + a58a65a73a82 + a57a62a74a85 + a64a73a82 − a51a62a73 + a51a64a82

− a63a74a82 − a57a65a74a82 + a51a74a83 + a62a74a83 − a51a62a84

123



Eur. Phys. J. Plus         (2020) 135:876 Page 9 of 20   876 

− a51a73a84 − a62a73a84 − a56a65a73a84 − a58a62a73a85 + a56a64a73a85

− a56a63a74a85,

t4 = a51a63a74a82 + a51a62a73a84 − a51a64a73a82 − a51a62a74a83 (62)

Assuming the eigenvalues of the matrix Ã(p, s) to be ±m1, ±m2, ±m3 and ±m4, we obtain

m1 =
⎡
⎣− (

w1 − t1
2

) +
√(

w1 − t1
2

)2 − 4 (l + w2)

2

⎤
⎦

1
2

m2 =
⎡
⎣− (

w1 − t1
2

) −
√(

w1 − t1
2

)2 − 4 (l + w2)

2

⎤
⎦

1
2

m3 =
⎡
⎣

(
w1 + t1

2

) +
√(

w1 + t1
2

)2 − 4 (l − w2)

2

⎤
⎦

1
2

m4 =
⎡
⎣

(
w1 + t1

2

) −
√(

w1 + t1
2

)2 − 4 (l − w2)

2

⎤
⎦

1
2

(63)

where

l = w3 − w4

w3
+ t2

6
, w1 = 1

2

√
t2
1 + 8l − 4t2, w2 =

√
l2 − t4,

w3 =
[

1

2

(
−w5 +

√
w2

5 + 4w3
4

)] 1
3

, w4 = −1

3

(
t1t3
4

+ t4 + t2
2

12

)
,

w5 = −1

2

[
t2
3

(
t1t3
4

+ t4

)
+ t3

2

54
+ t2

3

4
+ t2

1 t4
4

− t2t4

]
(64)

The corresponding eigenvectors X̃i (i = 1(1)4) are provided by

X̃1 = X̃
∣∣
m=m1

, X̃2 = X̃
∣∣
m=−m1

, X̃3 = X̃
∣∣
m=m2

, X̃4 = X̃
∣∣
m=−m2

,

X̃5 = X̃
∣∣
m=m3

, X̃6 = X̃
∣∣
m=−m3

X̃7 = X̃
∣∣
m=m4

, X̃8 = X̃
∣∣
m=−m4

(65)

where

X̃ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m2a58(−(a58(m2 − a62) + a56a64)(m2 − a73) − (a57(m2 − a62) + a56a63)a74)

−ma58(((m2 − a51)a64 + m2a58a65)(m2 − a73) + ((m2 − a51)a63 + m2a57a65)a74)

ma58(−(m2 − a51)(m2 − a62) + m2a56a65)a74

−ma58((m2 − a51)(m2 − a62) − m2a56a65)(m2 − a73)

m(m2a58(−(a58(m2 − a62) + a56a64)(m2 − a73) − (a57(m2 − a62) + a56a63)a74))

m(−ma58(((m2 − a51)a64 + m2a58a65)(m2 − a73) + ((m2 − a51)a63 + m2a57a65)a74))

m(ma58(−(m2 − a51)(m2 − a62) + m2a56a65)a74)

m(−ma58((m2 − a51)(m2 − a62) − m2a56a65)(m2 − a73))

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(66)
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Assuming the regularity conditions at infinity (ie. u∗, v∗, N∗
, θ

∗
,

du∗

dy
,

dv∗

dy
,
dN

∗

dy
,

dθ
∗

dy
−→ 0 as y → ∞), the solution of Eq. (37) can be expressed as follows:

Ũ (p, y, s) = C1 X̃2exp(−m1y) + C2 X̃4exp(−m2y)

+C3 X̃6exp(−m3y) + C4 X̃8exp(−m4y) (67)

where y > 0. Hence, the field functions can be expressed as follows:

u∗ =
4∑

i=1

Ci�
(0)
i exp(−mi y) (68)

v∗ =
4∑

i=1

Ci�
(1)
i exp(−mi y) (69)

θ
∗ =

4∑
i=1

Ci�
(2)
i exp(−mi y) (70)

N
∗ =

4∑
i=1

Ci�
(3)
i exp(−mi y) (71)

where

�
(0)
i = −mia58(((m

2
i − a51)a64 + m2

i a58a65)(m
2
i − a73) + ((m2

i − a51)a63

+ m2
i a57a65)a74)

�
(1)
i = m2

i a58(−(a58(m
2
i − a62) + a56a64)(m

2
i − a73) − (a57(m

2
i − a62) + a56a63)a74)

�
(2)
i = −mia58((m

2
i − a51)(m

2
i − a62) − m2

i a56a65)(m
2
i − a73)

�
(3)
i = mia58(−(m2

i − a51)(m
2
i − a62) + m2

i a56a65)a74 (72)

Eventually from Eqs. (34), (35) and (36), we obtain

σ ∗
xx =

4∑
i=1

Ci

(
i p�(0)

i − miα3�
(1)
i − βt�

(2)
i − βn�

(3)
i

)
exp(−mi y) (73)

σ ∗
yy =

4∑
i=1

Ci

(
i pα3�

(0)
i − mi�

(1)
i − βt�

(2)
i − βn�

(3)
i

)
exp(−mi y) (74)

σ ∗
yx = σ ∗

xy =
4∑

i=1

Ciα2

(
−mi�

(0)
i + i p�(1)

i

)
exp(−mi y) (75)

Applying the boundary conditions upon Eqs. (68)–(71), we obtain the expressions for Ci

(i = 1(1)4) are as follows:

C1 = �1

�
, C2 = �2

�
, C3 = �3

�
, C4 = �4

�
(76)
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Fig. 2 The variations of horizontal displacement u versus y in TRDPTE model

where

�1 =

∣∣∣∣∣∣∣∣∣∣
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2 �
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4
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1 �

(0)
2 0 �

(0)
4
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2 ζ �
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4
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4
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,�4 =
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�
(0)
1 �
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(0)
3 0

�
(1)
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3 0

�
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3 ζ

�
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1 �
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3 1
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,

� =
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�
(0)
1 �

(0)
2 �

(0)
3 �

(0)
4

�
(1)
1 �

(1)
2 �

(1)
3 �

(1)
4

�
(2)
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3 �
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(3)
1 �

(3)
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3 �
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∣∣∣∣∣∣∣∣∣∣

(77)

and ζ =
√

2
π

ε4L0sin(Lp)

Lp(ε4+stp)
2

where ε4 = 1
ηc2 .
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Fig. 3 The variations of vertical displacement v versus y in TRDPTE model

Fig. 4 The variations of horizontal displacement u versus y in TRDPTE model
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Fig. 5 The variations of vertical displacement v versus y in TRDPTE model

Fig. 6 The variations of temperature θ versus y in TRDPTE model
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Fig. 7 The variations of carrier density N versus y in TRDPTE model

Fig. 8 The variations of horizontal displacement u versus y in EPTE model
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Fig. 9 The variations of vertical displacement v versus y in EPTE model

Fig. 10 The variations of temperature θ versus y in EPTE model
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Fig. 11 The variations of carrier density N versus y in EPTE model

7 Numerical results and discussion

In order to illustrate the theories discussed in the article, we consider the inverse Fourier
transform of Eqs. (68)–(71) and (73)–(75), followed by the inverse Laplace transform. Since
it is complicated to determine the inverse Laplace transform of the above-mentioned equations
analytically, we employ the algorithm for numerical inversion given by Honig and Hirdes
[21]. For the purpose of numerical computation in the space-time domain, we choose the
parameters of a silicon plate where the values of the physical constants are as follows [22]:

λ = 3.64 × 1010 N/m2, μ = 5.46 × 1010 N/m2, τ0 = 5 × 10−5 s, θ0 = 300 K

ce = 695 J/kg/K, Eg = 1.11 eV, s0 = 2 m/s, E = 2.33 eV, De = 2.5 × 10−3 m2/s

αt = 3 × 10−6 K−1, ρ = 2330 kg/m3, n0 = 1020 m−3, dn = −9 × 10−31 m3

Based up on the above data set, Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10 and 11 represent the numerically
computed physical quantities at different values of relaxation times with respect to the distance
y for x = 0.05 and t = 0.01. The boundary parameters are taken as L0 = 3, tp = 0.1 and
L = 1. Numerical computations are carried out to study the effects of thermal relaxation
times in the variations of temperature, carrier density and distributions of displacement along
the y-axis in the context memory-dependent photo-thermal theories for memory parameters
a = 1, b = 0. The variations of horizontal displacement u along y for the TRDPTE model
are shown in Figs. 2 and 4. It is observed that u attains maximum value at the point x = 0.05
upon x-axis where the non-Gaussian laser beam was applied and it gradually decreases to
zero as we move along the positive y-axis. Figures 3 and 5 show the variations of vertical
displacement v with respect to the distance y in TRDPTE model. It was noticed that the
vertical displacement shows an ultimate positive value at a the location where boundary
condition was applied and then, it progressively decreases to zero. From Fig. 6, it was noted
that for the TRDPTE model, the temperature graph shows a nearly monotonically increasing
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curve till it gradually flattens to zero. A similar nature for the carrier density N , is observed
from Fig. 7, where it started with an minimum negative value which gradually rose before
converging to zero.

Figures 8, 9, 10 and 11 depict the numerical computations for the effects of the thermal
relaxation time τ in the variations of temperature, carrier density and distributions of dis-
placement along the y-axis in the context memory-dependent EPTE theory. It is observed
form Fig. 8 that the variations in horizontal displacement u steeply increase along the positive
direction of y-axis where it attains a peak in near vicinity of the boundary and then it gradually
decreases with a wavy pattern. Figure 9 shows that the vertical displacement v starts off with
its maximum value at x = 0.05 upon the boundary and henceforth monotonically decreases
to zero. Figures 10 and 11 suggest that both variations of temperature and carrier density
have a steep rise from the point of application of boundary conditions, finally graduating
towards zero. From the variations of θ , it clearly indicates the finite nature of thermal waves’
propagation since each time the curves nullify to zero along the vertical axis.

8 Conclusive remarks

This article investigated the effects of thermal relaxation times in two generalized models
of plasma and thermoelastic waves under the light of memory-dependent derivatives, in a
two-dimensional semi-infinite semiconductor plane.

1. It was noticed from the graphical results of the memory-dependent TRDPTE model that
there is a direct proportional correspondence between horizontal and vertical displace-
ments, and the thermal relaxation times in terms of their values.

2. For the TRDPTE model, τ plays a vital role in temperature and carrier density distribution
along the vertical direction. For a narrow beamed boundary condition like non-Gaussian
laser pulse, the relaxation time ν shares a negligible role for temperature and carrier
density distribution when compared with the other relaxation time τ .

3. The variations of temperature and carrier density for the TRDPTE model share an inverse
proportionate relation with the finite build up time for the onset of heat flow τ , along the
y-axis.

4. In the theory with one thermal relaxation time (EPTE model), the horizontal displacement
component attains its maximum at a distance away from the boundary of application of
the laser pulse, and eventually, it diminishes to zero as we move away vertically from the
boundary.

5. For the EPTE model, an increase in thermal relaxation time τ shows an increase in both
horizontal and vertical displacement components.

6. Similar to the TRDPTE model, the EPTE model also suggests that an increase in thermal
relaxation time can lower the temperature and carrier density variations along the vertical
axis in the 2D plate.

Hence, as expected, it can be found from this study that the thermal relaxation times have a
major impact on the values of all the physical quantities. Further, the outcomes obtained in
this article may also prove useful to cater the memory inclusion needs for designing various
semiconducting materials.
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9 Appendix

9.1 Memory-dependent derivatives

Wang and Li [3] defined memory-dependent derivatives (MDDs) in an integral form with a
kernel function on a slipping interval as follows:

D(1)
ω f (x, t) = 1

ω

∫ t

t−ω

k(t − ξ)
∂ f (x, ξ)

∂ξ
∂ξ (78)

where ω is the time delay and K (t − ω) is the kernel function.
The kernel function should be chosen in such a way such that the magnitude of MDD

should be smaller than that of the common partial derivative, and for that the bounds of the
kernel should be 0 ≤ k(t − ξ) ≤ 1 for ξ ∈ [t − ω, t]. This is done to educe the memory
effect better than others. The time delay ω(> 0) should always be chosen in such a manner,
that the material’s thermodynamical behaviour can be understood more properly.

It is to note that in case k(t − ξ) = 1 we shall obtain

D(1)
ω f (x, t) = 1

ω

∫ t

t−ω

∂ f (x, ξ)

∂ξ
∂ξ = f (x, t) − f (x, t − ω)

ω

This implies that as ω → 0, MDD tends to common partial derivative of first order. The
kernel shows a monotone nature with K = 0 for the past time t − ξ and K = 1 for the
present time t .

During the year 2017, Ezzat and his co-workers [6] have proposed a form of the memory
kernel, which is as follows:

k(t − p) = 1 − 2b

ω
(t − p) + a2 (t − p)2

ω2 (79)

a and b are the parameters, the values of which are to be chosen.
The Laplace transform of a function containing the MDD with a kernel of the form (79)

is:

L [Dω f (t)] = f (s)

ω

((
1 − 2b

ωs
+ 2a2

ω2s2

)

−exp (−ωs)

(
1 − 2b2 + a2 + 2

(
a2 − b

)
ωs

+ 2a2

ω2s2

))
(80)

If the kernel function k(t, p) = 1, then

L [Dω f (t)] = 1

ω
(1 − exp (−ωs)) f (s) (81)

where f (s) denotes the Laplace transform of f (t) and f (t − ω) = 0 for t < ω.

9.2 Non-Gaussian laser pulse function

The temporal profile of a non-Gaussian laser pulse is defined as

LP (t) = L0

t2
p
te

− t
tp (82)
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Fig. 12 The temporal profile of
the laser power LP/L0

where L0 is the laser intensity that is defined as the total energy carried by a laser pulse per
unit area of the laser beam, and tp is the characteristic time of the laser pulse which may also
be referred as the time duration of the laser pulse.

The function has the property ∫ ∞

0
LP (t) dt = 1 (83)

and

max∀t [LP (t)] = LP (tp) (84)

The following figure provides the temporal profile of the laser power LP/L0, by considering
tp = 2p s (Fig. 12).

The Laplace transform of Eq. (82) can be easily obtained by using the first shifting property
of the transform.
The Laplace transform followed by the Fourier transform of the non-Gaussian laser pulse
function is obtained as:

L
∗
(t) = L0δ(p)

(1 + stp)2 (85)
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ABSTRACT
In the present study, the identification of thermodynamic damp-
ing is investigated on mass diffusion in the solid body deformation
due to the heat emanating from a cavity into the medium. The gov-
erning equations have come into the possession of mechanics of
continuous medium by employing the D’Alembert’s principle, non-
classical heat conduction theory, conservation of energy and the
theory of ‘non-Fickian’ mass diffusion. In the framework of spheri-
cal symmetry, displacement, radial stresses as well as temperature
distributions is distinguished for different measures of time delay.
The expression of the field functions are obtained in terms of modi-
fiedBessel’s functions in the Laplace transformdomain. A compatible
form of discretization and numerical computational technique of
inverse Laplace transformation is analyzed. In order to estimate the
nature of the displacements, stresses and temperature distributions
in the physical domain, an efficient approximate numerical inverse
Laplace transform technique is adopted. The effect of mass diffusion
(MD) on the thermoelastic deformation is analyzed meticulously for
the various speed of revolution, diffusive relaxation time, thermal
time delay and those are categorically compared with the existing
results reported in the literature. Moreover, the present study can be
comprehensively applied to the anisotropicmedium,with orwithout
energy dissipation.
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αt Coefficients of linear thermal expansion a: Radius of the spherical cavity,
αc Coefficients of diffusion expansion b: Measures of diffusive effects,
λ, μ Lame’ constants c: Measures of thermodiffusion effects,
ρ Mass density cE : Specific heat at constant strain,
τ Diffusion relaxation time D: Diffusion coefficient,
τ0 Thermal relaxation time eij: Components of the strain tensor,
Ω Angular velocity k: Coefficient of thermal conductivity
σij Components of the stress tensor, T : Absolute temperature,
T0 Uniform reference temperature of the medium
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P Chemical potential
ur Radial component of the displacement vector
(r, θ , ϕ) Spherical polar coordinate system.
C Concentration of the diffusive material in the elastic body.

1. Introduction

The theory of elasticity in the ambiance of thermal field was well acquainted with Duhamel
[1] and Neumann [2]. Over the decades, the manifestations of heat sources/ thermal fields
of the theory of elasticity are observed. To a certain extent, the strain and stresses generated
in the mediummust be influenced by the existing thermal effect. This thermo-mechanical
process is termed as thermoelasticity. Initially, the manifestation of the thermal effects in
the elasticity theory was in uncoupled form. Later on, in the second half of the twentieth
century, Biot [3] introduced the classical theory on thermoelasticity which was the cou-
pled form of heat conduction and the associated elastic-deformation in the medium. It
has been observed that the traditional theory of heat conduction predicts infinite speed
of thermal signals when a homogeneous isotropic elastic solid is imperiled to a thermal dis-
turbance. In the classical theory of thermoelasticity, the paradoxical behaviors of the heat
propagation were due to the fact that the waveform of heat propagation was represented
by a parabolic type heat conduction equation. In order to escape those discrepancies, Lord
and Shulman [4] introduced amodified thermal propagation law incorporating a relaxation
time (i.e. delay time) in the Fourier lawof heat conductionwhich fallout is the finite speed of
heat flow. In 1972 Green and Lindsay [5], without violating the classical law of heat conduc-
tion, incorporated two time delays in both the constitutive functions. Conferring to those
theories, wave form of heat propagation is registered instead of a diffusion phenomenon.
Suhubi [6] mentioned this wave form of thermal flow as ‘second sound’. To apply the ther-
moelasticity theories including generalized heat conduction law in a wider class of heat
flow problems, Green and Naghdi [7–9] have made certain basic modifications to this gen-
eralized theory and reported three different generalization of the aforementioned theory of
elasticity. Dhaliwal and Sherief [10] extended the generalized theory of thermoelasticity to
an anisotropic medium.

The analysis of thermoelastic mass-diffusion phenomenon is of great interest due to its
numerous applications in various disciplines of geophysics and industries. Consequently, in
the last decade, several research articles have been reported on theoretical and industrial
aspects of thermo-diffusion (for details see Refs. [11–23]). Mass-diffusion can be described
by two different approaches, an atomistic approach and a phenomenological approach.
According to the atomistic approach, diffusion is considered as a result of the random
walk of diffusing particles.Whereas, the phenomenological approach is based on Fick’s law,
according towhich diffusion is the randomwalk of an ensemble of particles from regions of
high concentration to regions of low concentration. It occurs as a result of the second law
of thermodynamics, which states that the entropy or disorder of any system must always
increase with time. In cell biology, diffusion is one of the essential forms of transport for
necessary materials such as amino acids within the cells. Diffusion process is one of the
active processes during the metabolism as well as the respiration. Diffusion is also one of
the modern techniques to improve the oil extraction technology.
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Thermoelastic mass-diffusion in the mechanics of continuous medium is due to the
coupling of the fields of strain, temperature and mass diffusion. It is one of the transport
processes that has great practical importance. A general model for a continuum solid that
takes into account the coupling influence of strain, heat conduction and mass diffusion
with some general assumptions was incorporated by Podstrigach [24]. Podstrigach and
Pavlina [25] introduced some fundamental constitutive relations and simultaneous differ-
ential equations for thermo-diffusion process. Later on, Nowacki [26–28] put forward the
theory of thermoelastic diffusion by using a coupled thermoelastic models.

Based on the aforementioned pioneer works on thermoelastic mass-diffusion, in the
twentieth century, several research articles have been reported in various esteemed inter-
national journals. Among them we can mention: Shaw [29], Shaw and Mukhopadhyay
[30,31], Sherief et al. [32], Li and He [33], Abouelregal [34], Davydov et al. [35], Othman
et al. [36].

In this article, the generalized theory of thermoelastic diffusion is revisited and it is
adopted to analyze the effect of MD in a homogeneous thermoelastic solid. We try to settle
the question: in the presence of heat flow into the medium, how the influence of rota-
tion enhances its impact over the field functions (e.g. deformation, temperature changes,
the concentration of the diffusion material in the elastic body, etc.)? In addition, the effect
of generalized thermoelastic diffusion over heat transfer as well as thermo-elastic defor-
mations in a homogeneous thermally conducting elastic medium are also studied and a
computational scheme is established.

2. Kinematics

In this section, measures of fundamental kinematic which will be pragmatic to quantify the
motion anddeformation of themechanics of continuousmediumare discussed. For further
details, one may refer to the articles reported by [37–39].

Consider a continuum body occupying a region v0 at an instant t = 0 in the reference
frame. ∂v0 denotes its boundary in the reference configuration with outward drawn unit
normal vectorN. Position of any point in the reference frame at the instant t = 0 is denoted
by the vector X and the transformed position vector of that point at time t is denoted by
x. The absolute temperature of the medium is represented by the attribute T(x, t) over the
reference temperature T0. The transform function ϕ(x, t) relates the spatial configuration
with reference frame such thatX = ϕ(x, t). Thedeformationgradient is definedby theusual
manner as:

F(X , t) = ∂ϕ

∂X
.

It has been assumed that the determinant of the Jacobian of the deformation gradient J =
det F > 0 (Figure 1).

3. Formulation andmodeling the problem

A homogeneous and isotropic thermoelastic solid is considered in the context of the
present investigation. It is also assumed that the temperature of themedium to be uniform.

(T0) at t = 0 i.e. at the undisturbed state of the medium. As soon as the rotation is ini-
tiated into the medium, with respect to the inertial frame, with a uniform angular velocity
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Figure 1. Motion and deformation of mechanics of continuous medium.

Ω = ΩN, Coriolis and Centrifugal forces come into action. Both of them are proportional
to the mass of the object. The aforementioned forces are also referred as the inertial forces
or pseudo forces. The former one quite small and only the horizontal component of that
force have taken into consideration.

Taking into account the Coriolis and Centrifugal forces, the equations governed by the
motions of the particles of the considered thermoelastic solid, in the absence of body forces
and body couples, are as follows (for details see ref. [40]):

σij,j = ρui,tt + ρ[{Ω × (Ω × u)}i + (2Ω × u,t)i]. (1)

The constitutive functions for homogeneous and isotropic thermoelastic solid with
diffusion are given by (see, Sherief et al. [32]),

σij = 2μeij + δij[λekk − β1(T − T0) − β2C], (2)

P = −β2ekk + bC − c(T − T0), (3)

where β1 = (3λ + 2μ)αt , β2 = (3λ + 2μ)αc and the entropy equation has been utilized in
the derivation of equation of motion and in the generalized equation of heat conduction
given bellow.

Inserting the relations (2) and (3) in the Equation (1), we get finally the required displace-
ment equations of motion

μui,jj + (λ + μ)uj,ij − β1T,i − β2C,i = ρui,tt + ρ[{Ω × (Ω × u)}i + (2Ω × u,t)i]. (4)

Generalized heat conduction and mass diffusion equations in isotropic solid are respec-
tively (see, Sherief et al. [32]),(

∂

∂t
+ τ0

∂2

∂t2

)
(ρcET + T0β1ekk + cT0C) = kT,ii, (5)

Dβ2ekk,ii + DCT,ii +
(

∂

∂t
+ τ

∂2

∂t2

)
C = DbC,ii. (6)
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Herewe consider an isotropic, homogeneous, infinite elasticmediumwhich is rotatingwith
a uniform angular velocity Ω , occupying the region a ≤ r < ∞.

For this present analysis, the considered medium here is an unbounded thermoelastic
solid and an amount of heat is emanating from a spherical cavity into the medium. We
take the origin at the center of the cavity and ‘a’ denotes the dimensionless radius of the
cavity. If initially the body is at rest in an unreformed state and has its temperature-change
and temperature-rate equal to zero, then the following initial conditionsmust be hold: u =
∂u
∂t = θ = ∂θ

∂t = 0 at t = 0 for r ≥ a.
For spherical symmetric interfaces, thedisplacement vector possesses only the radial dis-

placementu = u(r, t), where r is the radial distancemeasured from theorigin (point of sym-
metry), and the stress tensor is determined by the radial stress σrr and the circumferential
stress (hoop stress) σφφ .

Consequently, the following components of the strain tensor:

err = ∂u

∂r
, eφφ = eϑϑ = u

r
, erφ = erϑ = eϑφ = 0. (7)

The cubical dilatation:

e = ∂u

∂r
+ 2

u

r
. (8)

Due to spherical symmetry, Equatioins (2)–(6) take the following form:

ρ
∂2u

∂t2
= (λ + 2μ)

∂e

∂r
− β1

∂T

∂r
− β2

∂C

∂r
− ρ

(
Ω2u + 2Ω

∂u

∂t

)
, (9)

k∇2T =
(

∂

∂t
+ τ0

∂2

∂t2

)
(ρcET + T0β1e + cT0C), (10)

Db∇2C = Dβ2∇2e + DC∇2T +
(

∂

∂t
+ τ

∂2

∂t2

)
C, (11)

σrr = 2μ
∂u

∂r
+ λe − β1(T − T0) − β2C, (12)

eφφ = eϑϑ = 2μ
u

r
+ λe − β1(T − T0) − β2C, (13)

P = −β2e + bC − c(T − T0), (14)

where

∇2 = ∂2

∂r2
+ 2

r

∂

∂r
.

Now we define the following non-dimensional variables as:

r∗ = c1η0r, u∗ = c1η0u, θ = β1(T − T0)

λ + 2μ
, C∗ = β2C

λ + 2μ
,

Ω∗ = Ω

c21η0
, σ ∗

ij = σij

λ + 2μ
, P∗ = P

β2
, t∗ = c21η0t, {τ ∗, τ ∗

0 } = c21η0{τ , τ0},

where c21 = λ+2μ
ρ

and η0 = ρcE
k .
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Introducing the non-dimensional variables into the Equations (9)–(14) and dropping the
asterisks, we obtain

∂2u

∂t2
= ∂e

∂r
− ∂θ

∂r
− ∂C

∂r
− Ω2u − 2Ω

∂u

∂t
, (15)

∇2θ =
(

∂

∂t
+ τ0

∂2

∂t2

)
(θ + εe + εα1C), (16)

α3∇2C = α2

(
∂

∂t
+ τ

∂2

∂t2

)
C + ∇2e + α1∇2θ , (17)

σrr = e − 4u
β2r

− θ − C, (18)

σφφ = σϑϑ = 2u
β2r

+
(
1 − 2

β2

)
e − θ − C, (19)

P = α3C − e − α1θ , (20)

where ε = T0β2
1

ρ2cEc21
, α1 = cρc21

β1β2
, α2 = μ

Dη0
, α3 = bρc21

β2
2
, β2 = λ+2μ

μ
.

4. Boundary conditions

If the thermoelastic interactions are produced by a uniform step in temperature applied to
the boundary of the cavity which is held in stress-free state, then the following boundary
conditions hold:

σrr(a, t) = 0, θ(a, t) = θ0H(t), P(a, t) = P0H(t), (21)

where θ0, P0 are constants and H(t) is the Heaviside unit step function.

5. Method of solution in Integral transform domain

We define the Laplace transform as

f (x, s) =
∫ ∞

0
f (x, t)e−stdt (22)

Introducing this transformation into Equations (15)–(17) and using homogeneous initial
conditions yields the following equations:

s21ū = ∂ ē

∂r
− ∂θ̄

∂r
− ∂C̄

∂r
, (23)

∇2θ̄ = s(1 + τ0s)(θ̄ + εē + εα1C̄), (24)

α3∇2C̄ = α2s(1 + τ s)C̄ + ∇2ē + α1∇2θ̄ , (25)

where

s21 = s2 + �2 + 2�s, ∇2 ≡ ∂2

∂r2
+ 2

r

∂

∂r
.
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Operating ∂
∂r + 2

r on Equation (23) yields,

(∇2 − s21)ē = ∇2θ̄ + ∇2C̄. (26)

Now, from Equations (24)–(26), we obtain

(∇6 − a1∇4 + a2∇2 − a3){ē, θ̄ , C̄} = 0, (27)

where

a1 = 1
α3 − 1

[{ε(α3 + 2α1 + α2
1) − 1 + α3}

× {s(1 + τ0s)} + sα2(1 + τ s) + α3(s
2 + Ω2 + 2Ωs)], (28)

a2 = 1
α3 − 1

[s2α2(1 + ε)(1 + τ0s)(1 + τ s) + {s(1 + τ0s)(2α3 + εα1α3 + εα2
1) − 1}

× (s2 + Ω2 + 2Ωs)], (29)

a3 = 1
α3 − 1

[s2α2(1 + τ0s)(1 + τ s)(s2 + Ω2 + 2Ωs)]. (30)

The system of Equations (27) can be factorized as

(∇2 − k21)(∇2 − k22)(∇2 − k23){ē, θ̄ , C̄} = 0, (31)

where k1, k2 and k3 are the roots of the characteristic equation

k6 − a1k
4 + a2k

2 − a3 = 0. (32)

Now we takem = k2, the Equation (32) reduces to

m3 − a1m
2 + a2m − a3 = 0. (33)

From this equation one can get three values ofm i.e. of k2. If k2 is positive and real, each
value ofm corresponds to a wave. The roots k1, k2 and k3 are given by

k1 =
√
1
3
{2p sin(q) + a1}, k2 =

√
1
3
[a1 − p{

√
3 cos(q) + sin(q)}],

k3 =
√

1
3
[a1 + p{

√
3 cos (q) − sin(q)}],

(34)

in which

p =
√
a21 − 3a2, q = 1

3
sin−1(w), w = − 1

2p3
(2a31 − 9a1a2 + 27a3). (35)

The solution of Equation (31) is given by

θ̄ (r, s) = 1√
r

3∑
i=1

Ai(s)K1/2(kir), (36)

ē(r, s) = 1√
r

3∑
i=1

A′
i(s)K1/2(kir), (37)

C̄(r, s) = 1√
r

3∑
i=1

A′′
i(s)K1/2(kir), (38)
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where K1/2 is the modified Bessel function of the second kind of order ½ and Ai, A′
i , A

′′
i are

parameters depending only on s.
From the Equations (36)–(38) along with Equations (24) and (25), we obtain

A′
i(s) = k4i α3 − {s(α2

1ε + α3)(1 + τ0s) + α2s(1 + τ s)}k2i + s2α2(1 + τ0s)(1 + τ s)

εs(1 + τ0s){(α1 + α3)k2i − α2s(1 + τ s)} Ai(s),

(39)

A′′
i (s) = k2i {k2i − s(1 + τ0s)(1 − εα1)}

εs(1 + τ0s){(α1 + α3)k2i − α2s(1 + τ s)}Ai(s). (40)

Nowwe integrate both sides of Equations (36)–(38) in the interval(r,∞) and considering
the regularity condition at infinity, we obtain

ū(r, s)

= − 2

εss21(1 + τ0s)
√
r

×
3∑

i=1

k4i (α3 − 1) − [s(1 + τ0s){εα1(2 + α1) + α3(1 + ε) − 1}
+α2s(1 + τ s)]k2i + s2α2(1 − ε)(1 + τ0s)(1 + τ s)

{(α1 + α3)k2i − α2s(1 + τ s)}
× Ai(s)kiK

′
1/2(kir). (41)

Therefore from Equations (18), (36), (37) (38) and (41) we get,

σ rr(r, s)

= − 1

εs(1 + τ0s)
√
r

×
3∑

i=1

k4i (α3 − 1) − [s(1 + τ0s){εα1(2 + α1) + α3(1 + ε) − 1}
+α2s(1 + τ s)]k2i + s2α2(1 − ε)(1 + τ0s)(1 + τ s)

{(α1 + α3)k2i − α2s(1 + τ s)}

×
[
K1/2 + 8

β2s21r
kiK

′
1/2(kir)

]
Ai(s), (42)

P(r, s) = − 1

εs(1 + τ0s)
√
r

3∑
i=1

−[2α3s(1 + τ0s) + α2s(1 + τ s)]k2i + α2s2(1 + εα1)

×(1 + τ0s)(1 + τ s)

{(α1 + α3)k2i − α2s(1 + τ s)}
× Ai(s)K1/2(kir). (43)

Now invoking the boundary conditions (21), and using the Equations (36), (42) and (42)
one can determine the unknown parameters Aj(j = 1, 2, 3), which yields the following set
of linear equations:

3∑
i=1

k4i (α3 − 1) − [s(1 + τ0s){εα1(2 + α1) + α3(1 + ε) − 1} + α2s(1 + τ s)]k2i
+s2α2(1 − ε)(1 + τ0s)(1 + τ s)

{(α1 + α3)k2i − α2s(1 + τ s)}

×
[
K1/2(kia) + 8

β2s21a
kiK

′
1/2(kia)

]
Ai(s) = 0, (44)
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3∑
i=1

Ai(s)K1/2(kia) = θ0
√
a

s
, (45)

3∑
i=1

−[2α3s(1 + τ0s) + α2s(1 + τ s)]k2i + α2s2(1 + εα1)(1 + τ0s)(1 + τ s)

{(α1 + α3)k2i − α2s(1 + τ s)} Ai(s)K1/2(kia)

= P0ε(1 + τ0s)
√
a. (46)

Solving these Equations (24)–(26), one can obtain the parameters A1, A2 and A3.

A1 =
√
a

s

[
P0sε(a2b3 − a3b2)(1 + τ0s) − θ0(a2c3 − a3c2)

�

]
,

A2 =
√
a

s

[
P0sε(a3b1 − a1b3)(1 + τ0s) − θ0(a1c3 − a3c1)

�

]
,

A3 =
√
a

s

[
P0sε(a1b2 − a2b1)(1 + τ0s) − θ0(a1b3 − a3b1)

�

]
,

in which

ai =
k4i (α3 − 1) − [s(1 + τ0s){εα1(2 + α1) + α1(1 + ε) − 1} + α2s(1 + τ s)]k2i

+sα2(1 + ε)(1 + τ0s)(1 + τ s)

(α1 + α3)k2i − α2s(1 + τ s)

×
[
K1/2(kia) + 8

β2s21a
kiK1/2(kia)

]
,

bi = K1/2(aki),

ci =
α2s2(1 + εα1)(1 + τ s)(1 + τ0s) − [2α3s(1 + τ0s) + α2s(1 + τ s)]k2i

(α1 + α3)k2i − α2s(1 + τ s)
bi;

i = 1, 2, 3 and � = a1(b2c3 − b3c2) − a2(c3b1 − c1b3) + a3(b1c2 − b2c1).

6. Discretization and numerical computational technique of inverse Laplace
transformation

Computation of the Laplace inversion numerically for all the values of t > 0 is a timeworn as
well as formidable task. Aquite a few research articles havebeen reported in the literature in
the regardand till now it remains a challenge to the scientific computing fraternity.Onemay
find severalmethodologies for the computationof this inversion technique, butmost of the
problemsare ill-posed (fordetails see refs. [41–44] and thecross references therein). Inorder
to reduce the propagation of errors, the regularization method is a one of the common
approaches to overcome this ill-posedness of the problems.
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Here in this section, we try to adopt a very striving and compact methodology to
compute inverse Laplace transform numerically over real axis without considering the
regularization approaches. At first we discretize the transform function:

f̄ (s) = L[f (t); t → s] =
∫ ∞

0
f (t)e−stdt. (47)

As follows:
Here we consider, tk ≈ π2

16N (2k − 1)2, k = 1, 2, 3, . . .N. and

K(tj, x, z) ≈ (2s + 1)
1
2

2
√
2π

[e−stj e
√

(4s2−1)tjx]
1√
x
e−sx ,

where s is given by s = (1+z)
2(1−z) .

This Mobius transformation maps |z| < 1 to the half plane Re(s) > 0. Now, we fix the
index j to 1 and use the fact that x1 → 0 as N → ∞ to obtain,

∫ ∞

0
e−stf (t)dt ≈ 2

√
2π

(2s + 1)1/2

N∑
k=1

T1k(z)
√
tkf (tk), Re(s) > 0.

In which T1k(z) ≈ (2s+1)1/2

2
√
2π

π

2
√
N
e−stk .

Thus, we obtain the quartered formula:

∫ ∞

0
e−stf (t)dt ≈ π2

4N

N∑
k=1

(2k − 1)e−s π2(2k−1)2
16N f (tk), Re(s) > 0, (48)

Now we try to evaluate the above quartered at some points 0 < s1 < s2 < . . . < sM which
yield a linear system of equations. In order to obtain the inverse Laplace transformation,
then we try to solve them analytically. Instead of regularization methods, here we can con-
trol the instability by choosing the number of nodes sk(k = 1, 2, . . . ,M) aswell as the values
of N.

Now let 0 < s1 < s2 < . . . < sM beM < Nnodes chosen from the s-plane. ThenEquation
(47) takes the matrix form

f̄ (sj) =
N∑

k=1

Ljkf (tk), j = 1, 2, . . . ,M, (49)

where L denotes the matrix of orderM × Nwith

Ljk = π2

4N
(2k − 1)e−sj

π2(2k−1)2
16N . j = 1, 2, . . . ,M; k = 1, 2, . . . ,N.

Thus,

(LLT )jk = 2π√
N

N∑
l=1

xle
−(sj+sk)xl�σ(xl),

where �σ(xl) ≈ π

2
√
N
.
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Therefore, if sj �= sk , LLT is a nonsingular and rank(L) = M. This indicates that the linear
system (5.3) can be written in the following simple form:

Lf = f̄ , has a solution, which can be found by using the right inverse LT (LLT )−1, which
yields

f = LT (LLT )−1 f̄ . (50)

This is the form by which we can obtain the approximate numerical values of the inverse
Laplace transform.

7. Applications

7.1. Anisotropicmedium

This work can also be extended to the anisotropic materials with or withoutmass diffusion.
We suppose that the waves are generated due to the application of a constant step in tem-
perature on the boundary of the cavity which is held in stress-free state. Also, we consider
the medium is orthotropic and the heat transfer model is due to Green-Naghdi.

The stress–strain-temperature relations, due to spherical symmetry, are (see Lekhnitskii,
[45]) given by

τrr = c33
∂u

∂r
+ (c13 + c23)

u

r
− βrT , (51)

τθθ = c13
∂u

∂r
+ (c11 + c12)

u

r
− βθT , (52)

τϕϕ = c23
∂u

∂r
+ (c12 + c22)

u

r
− βϕT . (53)

Heat conduction equation with energy dissipation theory of thermoelasticity is

1
r2

∂

∂r

[
r2

{
K∗ ∂T

∂r
+ K

∂ Ṫ

∂r

}]
= ∂2

∂t2

[
ρCET + T0

{
βr

∂u

∂r
+ (βθ + βφ)

u

r

}]
. (54)

The stress equation of motion in the spherical polar coordinate system is

∂τrr

∂r
+ 1

r
(2τrr − τθθ − τϕϕ) = ρ

∂2u

∂t2
. (55)

As follows in the preceding sections, the non-dimensional form of the governing Equa-
tions (54) and (55) can be recast in the following form in the Laplace transform domain:

(M − s2)D1ū = Mθ̄ , (56)

(c2pL − s2)Dθ̄ = εs2Lθ̄ , (57)

where c2p = c2T + sc2k , L ≡ DD1, M = D1D in which D ≡ ∂
∂r , D1 ≡ D + 2

r , c
2
T = K∗

ρCEG2 , c
2
k =

K
aρCEG

, G2 = c33
ρ
.
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Under the regularity condition that ū and θ̄ → 0 as r → ∞, the general solutions of
Equations (56) and (57) are given by

ū =
2∑

α=1

Aα

(
1
r

+ 1
mαr2

)
e− mα r , (58)

θ̄ = 1
r

2∑
α=1

Bαe
−mα r , (59)

wherem2
α with Re(mα) > 0 satisfy the equation c2pm

2 − s2(c2p + 1 + ε)m + s4 = 0, Aα and
Bα are functions of s andmα .

Now invoking the boundary conditions one can find that Bα = εs2mα

s2−c2pm2
α

Aα with Aα =
(−1)α+1 ϒα

�
, in which

Yα = θ0

mα

(c2pm
2
α − s2)[εs2m2

1m
2
2 − (c2pm

2
3−α − s2)]emα ,

� = εs3[(c2pm
2
2 − s2)�1 + (c2pm

2
1 − s2)�2],

�α = m2
α[m

2
3−α + 2(1 − η)(1 + m2

3−α)], η = c13 + c23
2c33

.

Substituting the expressions for Aα , Bα andmα we obtain ū and θ̄ in terms of r and s. The
forms of these expressions indicate that each of the displacement and thermal fields (and
consequently the stress field) consist of two parts and that each part corresponds to awave
propagating with a finite speed, the wave corresponding to the first part having its speed
equal to V1 and that corresponds to the second part equal to V2.

It has been observed that for large values of time the coupled and the generalized
thermoelasticity theories give close results. The situation is reasonably different once we
consider small value of time. The coupled theory predicts infinite speeds of thermal sig-
nals. This is evident from the fact that the obtained solutions are not identically zero for any
value of time but fade gradually very small values at points far removed from the surface.
The solutions obtained in the context of the Lord and Shulman theory, however, exhibit the
behavior of finite speeds of wave propagation. For small values of time the solutions are
localized in a finite region of space surrounding the surface and are identically zero outside
this region. This regiongrowswith increasing time. Its edge is the location of thewave front.

7.2. Functionally gradedmedium

In this case, the parameters cij, ρ,βi, K and K∗ are space dependent. Without any loss of
generality, we may replace these quantities respectively by cijf (r), ρf (r),βif (r), Kf (r) and
K∗f (r).

The material is assumed to be elastic and has an inhomogeneity in the radial direction.
Thus we may consider f (r) = ( r

a )n, where n is a dimensionless parameter. The values of
this parameter have a definite correlation with the material’s moduli e.g.

n = c11 + 2c12 + c22 − (c13 + 2c33 + c23)

c13 + c23 + c33

For detail see Ref. [30,46].



WAVES IN RANDOM AND COMPLEX MEDIA 13

Radial distance (r)

0.2 0.4 0.6 0.8 1

u(
r,t

)

-300

-250

-200

-150

-100

-50

0

50

t=0.25

t=0.5

t=1.0

Figure 2. Variation of radial displacement with time.

8. Numerical results and discussions

In order to illustrate the theoretical developments in the preceding sections and to get
the nature of the field functions in the space–time domain, we have to consider inverse
Laplace transform of the Equations (41), (42) and (36). Since the roots kα are an implicit
function of transforming domain parameter s, therefore, analytical computation of inverse
Laplace transform of the field functions for all values of s is a formidable task. Thus, here we
have considered the aforementioned techniques for numerical inversion of Laplace trans-
form. For this purpose, copper typematerial is consideredwhose physical data are given as
follows:

αt = 1.78 × 10−5K−1, k = 386W/(mK),αc = 1.98 × 10−4m3/kg,D = 0.85 × 10−8kgs/m3,

T0 = 293K , c = 1.2 × 104m2/(s2K), b = 0.9 × 106m5/(s2 kg), η0 = 8886.73s/m2, and τ =
0.22, τ0 = 0.03, P0 = 1, θ0 = 1, a = 1 (non dimensional).

For numerical computational purpose MATLAB simulation technique is adopted. The
variations of non-dimensional displacement u(r, t), concentration of the diffusion mate-
rial in the elastic body C(r, t) and temperature changes θ(r, t) with the radial distance
r = |r∗ − a| (non-dimensional) are shown graphically in Figures 2–10 for a thermo-elastic
medium with spherical cavity in presence of a uniform rotation.

We have plotted radial displacement, in Figures 2–4, as a function of non-dimensional
radius for various time (t = 0.25, 0.5, 1.0), different uniform rotation (Ω = 1, 2, 3) and for
variations in the relaxation times in thermal aswell asmass diffusion respectively. In Figures
5–7 respectively, we have plotted the temperature distribution for the variations of time,
uniform rotation and time delay. Concentration of the diffusionmaterial in the elastic body
with respect to the radial distance from the source of heat are represented by the Figures
8–10 respectively, for the deviations of time, uniform rotation and time delay.

From the Figures 2–4, it is observed that the displacement is increasing in nature with
increasing values of time in the vicinity of the heat source. The displacement profiles are
converging rapidly with radial distance from the boundary of the cavity. It is also observed
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Figure 4. Variation of radial displacement with relaxation times.

that a uniform rotation could enhance the displacement near the boundary. The diffusive
relaxation time is the dominating factor over the thermal time delay.

The temperature distributions with radial distance from the boundary of the cavity with
respect to time variation, uniform rotation and for the different values of relaxation times
are displayed in Figures 5–7. It is observed that in presence to a uniform rotation, initially
temperature is decreased near the boundary, but with the increasing distance from the
boundary a steady state nature is perceptibly shown. The effect of rotationover the temper-
ature field is very much noticeable, without rotation the temperature field takes negative
values, but in the presence of finite rotation the temperature fields manage to attain the
positive values. In contrast, with displacement field, it is seen that, from the Figure 7, the
thermal relaxation time marked its significance over temperature field.
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Figure 6. Variation of temperature distribution with rotation.

From the illustrated figures (Figures 5–7), it is found that near the vicinity of the cavity,
the solution is markedly different. This is due to the fact that thermal waves in the cou-
pled theory (i.e. τ0 = 0) travel with an infinite speed of propagation as opposed to a finite
speed in the generalized case. On the surface of the cavity where the boundary conditions
dominate the coupled theory and the generalized theories give very close results. Thus, the
solution is not identically zero (though itmay be very small) for some small value of time. At
different instants, the non-zero region removes forward correspondingly with the passage
of time. This indicates that the heat propagates as a wave with finite velocity.

From the Figures 8–10, it has been observed that the variation of the concentration
of the diffusion material in the elastic body with radial distance. A uniform rotation can
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Figure 7. Variation of temperature distribution with relaxation time.
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Figure 8. Variation of concentration of the diffusive material in the elastic body with time.

increase the concentration level of the diffusionmaterial in the thermoelastic body. In addi-
tion, with increasing values of diffusion relaxation time can help to increase the diffusive
concentration level.

The field functions attain their larger values with increasing elapsed time. This is due to
the fact that the influencesof coupling, effects thermal disturbances, arising strain andmass
diffusion into themedium. Due to these coupling impacts, the thermal excitation produces
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Figure 10. Variation of concentration of the diffusive material in the elastic body with relaxation time.

the supplementary responses. In fact, themore time is responsible for the exchange of ther-
mal diffusion energy within the domain, consequently higher the values of the solutions
are.

In Figures 11–13, the obtained results for the field functions (e.g. radial displacement,
temperature changes and concentration of the diffusion material in the elastic body) are
compared with the results of Aouadi [47]. The results show appreciable differences with
those in the usual thermoelasticity theory without any rotation. Thus, rotation can enhance
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Figure 12. Comparison of temperature distribution with Ref. [47].

the thermoelastic deformation as well as the concentration of the diffusion material in an
elastic body.

9. Conclusions

This article directly used, modified Bessel functions with a complex argument to study the
thermo-diffusive problems of homogeneous, isotropic half-space with a cavity based on
three-dimensional thermoelasticity. Due to rotation, the Coriolis and Centrifugal forces act
as the cause of damping on thermoelastic diffusion. It is noticed that due to rotation the
effect of thermoelastic diffusion into themedium ismuch less on theperipheryof the cavity.
Here we are concentrating on the impact of thermoelastic diffusion into the homogeneous
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Figure 13. Comparison of concentration of the diffusive material in the elastic body with Ref. [47].

solids in very short time duration such that the influence of thermal time delay as well as
diffusion relaxation time be taken into account.

With the view of theoretical analysis and numerical computation, we can conclude the
following phenomena:

(1) The present article provides a detailed analysis of mass diffusion response on a
thermoelastic disturbance in an unbounded elastic medium in the presence of a
constant (in the formof Heaviside function) thermal load applied to the traction free
boundary of the cavity.

(2) InHyperbolic typeheat conduction theory, the thermal timedelay is thedominating
factor over thermoelastic diffusive relaxation time.

(3) Rotation into the medium helped to enhance the thermoelastic mass diffusion in
the homogeneous elastic body.

(4) The analyzed deformation and mass diffusion in the very short time interval, con-
sequently, this investigation, though the analysis is theoretical, is a very helpful for
heat flux and high-frequency domain.

(5) The theoretical analysis and computational results confirm that mass diffusion can
increase the disturbance in the thermoelastic field.

(6) One can select the appropriate amount (rps) of rotation to enhance the effect of
mass diffusion in the theory of hyperbolic thermoelasticity. It is encouraging that
diffusion relaxation will also make sense in comparison to other thermoelastic time
delay.

(7) The theoretical developments presented in this articlemay be useful for researchers
who are working in the fields like, material science, theoretical and mathematical
physics, and the development of the hyperbolic thermoelasticity theory.
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Abstract
A zeolite immobilized hybrid catalyst [Cu(bpy)2]2+NaY [bpy = 2,2′-bipyridine](1) was prepared by immobilizing Cu(II)-
bipyridine complex onto NaY zeolite and characterized by spectral methods. X-ray powder diffraction analysis of 1 revealed 
that the structural integrity of the mother zeolite in the hybrid material remained intact upon immobilization of the complex. 
Spectroscopic studies showed that the coordination geometry of 1 undergoes a significant distortion when it is entrapped in 
the zeolite cavity. The catalytic oxidation of a series of alkenes was carried out with the neat and the immobilized complexes 
in the presence of the ecofriendly oxidant tert-BuOOH (TBHP) at an ambient condition. The catalyst exhibited excellent 
catalytic potency and product selectivity, with respect to the neat complex in these reactions. The activity of the immobilized 
catalyst remained nearly the same after several cycles, indicating the true heterogeneous nature of the catalyst.

Keywords Zeolite Y · Copper-2,2′-bipyridine · Catalysis · Oxidation · Olefins

1 Introduction

Over the last few decades, epoxidation of alkenes using 
peroxides as oxidants has become a captivating research 
area, because the epoxide products are an important class 
of industrial chemicals that have been used as versatile 
chemical intermediates [1]. Catalysts derived by immobi-
lization of transition metal complexes in microporous or 
mesoporous matrices [2–4] by various means have been 
employed in epoxidation reactions in recent times [5–7]. 
The heterogenization of transition metal complexes on zeo-
lites, mesoporous silicate materials, polymers or activated 
carbons, MOFs etc. is an area of flourishing research interest 
[8–12]. Immobilization of analogues of homogeneous cata-
lysts in a porous solid support makes the hybrid materials 
industrially important, because the hybrid catalysts offer the 
advantage of shape selectivity and site isolation retaining 

and often enhances the catalytic activity of the metal com-
plex [13]. The catalysts prepared by immobilizing metal 
complexes in porous matrix have shown better catalytic 
efficacy in comparison to their corresponding homogene-
ous counterparts [14–16]. Schiff base and other Cu(II) com-
plexes upon immobilization into microporous or mesoporous 
aluminosilicates are capable of catalyzing olefin epoxida-
tions and/or oxidations [17–30]. Manganese complex of 
2,2′-bipyridine, [Mn(bpy)2]2+, encapsulated in the super-
cages of zeolite X and Y can catalyze selective epoxidation 
of alkenes in the presence of hydrogen peroxide as oxidant 
[31]. Several oxidants like molecular oxygen, 30% hydro-
gen peroxide, sodium hypochlorite, are employed for the 
epoxidation of alkenes. But industrial processes still mainly 
count on tert-butyl-hydroperoxide (tert-BuOOH) [32]. In the 
industrial epoxidation like Halcon-Arco and Sumitomo pro-
cesses [33–36], alkyl-hydroperoxides are applied on a large 
scale. The recycling of the co-product, e.g. tert-BuOOH has 
been convinced in the Sumitomo process. Here we report 
the immobilization of the Cu(II)bipyridine complex in NaY 
zeolite matrix, characterization of the prepared hybrid cata-
lyst and their catalytic efficiency in certain alkene oxidation 
reactions in the presence of tert-BuOOH as oxidant.
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2  Experimental

2.1  Materials and method

The zeolite NaY  (SiO2/Al2O3 = 5.7) was purchased from 
Tosoh Company Ltd., Japan, used for immobilization. 
2,2′-bipyridinewas purchased from Sigma-Aldrich. All other 
chemicals were of AR/GR quality.

Infrared and electronic spectra were measured on Shi-
madzu 8400S and Shimadzu 3101CP respectively. EPR 
spectra were measured on a Bruker EMX X-band EPR 
spectrophotometer at room temperature. Varian CP3800 gas 
chromatograph equipped with an FID detector quantified the 
catalytic reaction. The copper content of the sample was esti-
mated on a Varian Techtron AA-575ABQ atomic absorption 
spectrometer. The powder X-ray diffraction (XRD) patterns 
of samples were recorded with a Rigaku Miniflex X-Ray 
diffractometer.

2.2  Synthesis of [Cu(NO3)(2,2′‑bipyridine)2] (NO3). 
H2O

The free complex was synthesized according to the pro-
cedure reported earlier by Catalan et al. [37]. Cu(NO3)2. 
 3H2O (1.00 g, 4.13 mmol) was dissolved in 50 ml of ethanol. 
2,2′-bipyridine (1.29 g, 8.26 mmol) was added to this solu-
tion. The solution was refluxed for 30 min. Blue crystals 
were obtained from the cooled solution. The solid was fil-
tered from solution and washed with cold ethanol.The com-
plex, thus obtained was designated as CuL.

2.3  Synthesis of Cu‑NaY

For incorporation of Cu(II) into zeolite matrix an aqueous 
solution of Cu(NO3)2.3H2O (0.1 g) was stirred with NaY 
(5 g) in suspension for 1 h. During stirring the white mass 
turns into blue. The solid mass then filtered and washed 
thoroughly with copious amount of deionized water (using 
soxhlet) and dried under vacuum to give a light-blue powder. 
The Cu–NaY zeolite thus produced was used for immobili-
zation work.Calcination of the prepared Cu(II)-incorporated 
zeolite was avoided to arrest the migration of Cu(II) ions 
from the vicinity of the supercage.

2.4  Immobilization of 2,2′‑bpy in NaY

Cu(II) ion was incorporated in the zeolite matrix using the 
process reported earlier. The immobilization was done by 
the flexible ligand method. Cu–NaY(1 g) was allowed to 
react with an excess of molten 2,2′-bipyridine ligand (4 g) 

at 363 K for 24 h in a closed system to stimulate complex 
formation. On cooling, the whole mass transforms into a 
dark solid, which on washing with a soxhlet using  CH3CN to 
remove unreacted ligand produced a light-blue solid. Finally, 
the material was stirred with 0.01 M NaCl for 6 h to back 
exchange of excess uncoordinated Cu(II) with  Na+ ions. The 
solid product was dried under vacuum to produce light blue 
powder. The hybrid catalyst thus obtained will be referred 
as [Cu(bpy)2]2+–NaY (1).

2.5  Catalytic reactions

The catalytic reactions were carried out in a glass batch reac-
tor, according to the following procedure. The alkene (1 g) 
and catalyst (50 mg) were added to 10 ml of acetonitrile in a 
round-bottom flask. This was then equilibrated to 70 °C in an 
oil bath. After addition of the tert-BuOOH (2 ml) the reac-
tion was stirred continuously. The products of the oxidation 
reactions were collected at different time intervals and were 
identified and quantified by gas chromatography.

3  Results and discussion

3.1  X‑ray powder diffraction studies of compound 1

The powder XRD pattern of the neat NaY, Cu-NaY and 
[Cu(bpy)2]2+–NaY are displayed in Fig. 1. It can be observed 
from Fig. 1 that, apart from a slight change in the inten-
sity of the diffraction lines, no new crystalline patterns have 
appeared in the case of Cu–NaY and [Cu(bpy)2]2+–NaY. 
This indicates the crystallinity and morphology of the 
zeolitic matrix remained intact upon immobilization and 
the complex is well distributed in the nanovoids of zeolite 
Y [38]. The relative peak intensities of the 220, 311, and 331 
reflections correspond to the locations of cations. In case 
of pure NaY and for Cu-NaY, the order of peak intensity 
is  I331 >  > I220 > I311, while for the encapsulated complex, 
the order of peak intensity becomes  I331 >  > I311>I220. This 
reversal in the relative peak intensities indicates that the 
ion-exchanged  Cu2+, which substitutes the location of  Na+, 
undergoes rearrangement during complexation, i.e., reallo-
cation of  Cu2+ ion occurs [27, 39]. This observation supports 
that copper bipyridine complex is successfully immobilized 
within the supercage of NaY.

3.2  Infrared and atomic absorption spectra

FTIR spectra of the neat complex CuL, NaY and the cata-
lyst [Cu(bpy)2]2+–NaY (1) is depicted in Fig. 2. FTIR spec-
tra of NaY shows strong zeolite lattice bands in the range 
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500−1200 cm−1. The strong and broad bands in the region 
1010−1045 cm−1 could be attributed to the asymmetric 
stretching vibrations of (Si/Al)O4 units. The broad bands 
in the regions 1638 and 3446 cm−1 are due to lattice water 
molecules and surface hydroxyl groups, respectively [27, 
39]. The NaY zeolite shows characteristic bands at 580, 724, 
and 1023 cm−1 (Fig. 2b) that is attributed to T−O bending 
mode, symmetric stretching, and antisymmetric vibrations 
respectively [40]. No shift is observed upon the encapsula-
tion of the metal complex (Fig. 2c), which further reveals 
that the zeolite framework remained unchanged upon the 
encapsulation of the complex. The IR bands of the encapsu-
lated complex are weak because of their low concentration 
in the zeolite cage. The bands of water might mask some 
of the weak bands in the encapsulated complex. Within the 
range 1620–1210 cm−1 (the range where zeolite Y materi-
als do not absorb), a weaker band is present at 1458 cm−1, 
which not only confirms the formation of metal complex, but 
also indicate its lower concentration within zeolite Y [27]. 
Atomic absorption spectrometry result showed the copper 
content of the catalyst is ca. 0.46 (wt%).

3.3  UV–Vis spectra

The electronic spectra of the neat complex CuL and the cata-
lyst [Cu(bpy)2]2+–NaY have been measured in solid state 
(Fig. 3). The peaks that appeared ca.704 and 346 nm in the 
case of CuL are assigned to d–d transition and charge trans-
fer (MLCT) bands respectively. These two bands appeared 

at ca. 663 and 315 nm for [Cu(bpy)2]2+–NaY. This shows 
that the d-d transition band of CuL is blue-shifted in the 
case of [Cu(bpy)2]2+–NaY. The shifting of d-d band to 
the higher energy region demonstrates that the in-plane 
ligand field around the metal ion is becoming stronger upon 
immobilization of the complex in NaY matrix than in un-
immobilized state. In case of [Cu(bpy)2]2+–NaY, the two 
higher energy bands appeared at ca. 218 and 263 nm is due 
to π–π*transitions and n–π*transition respectively. In the 
complex CuL, these two peaks appeared at 218 and 286 nm 
respectively.

3.4  EPR spectra

The EPR spectra of the neat complex CuL and the final cata-
lyst [Cu(bpy)2]2+–NaY is depicted in Fig. 4. The principle 
g value has been calculated by usual methods. The assigned 
g∥ and g⊥ values of the CuL are 2.22 and 2.11 respectively, 
whereas for [Cu(bpy)2]2+–NaY, the values are found to be 
2.38 and 2.12 respectively. It has been observed that for both 
CuL and [Cu(bpy)2]2+–NaY, g∥  > g⊥ > 2.0023, suggesting 
that the unpaired electron occupies the d

x2
−y2 orbital, which 

is characteristic of a tetragonally elongated system. From 
this we can conclude that geometry around Cu(II) center 
is square planner, i.e., 2,2′-bipyridine chelates Cu(II) ion 
from an equatorial site only. The hyperfine coupling due to 
metal ion  ACu (63Cu, I = 3/2) was well-resolved in the present 
case and A∥ value is calculated to be 188G. Immobiliza-
tion of CuL in NaY matrix has a significant effect on both 

Fig. 1  XRD pattern of the 
a NaY; b Cu-NaY and c 
[Cu(bpy)2]2+–NaY
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g∥ and g⊥ values. It is evident from the EPR spectrum that 
the g∥ value is higher in the catalyst in comparison to the 
corresponding value in free complex. This means the neat 
complex on immobilization suffers a considerable amount of 
distortion around the metal–ligand environment. As a result 
the in-plane ligand field around Cu(II) ion is increased in 
the catalyst. Consequently, the d–d transition band of the 

complex moiety is also shifted to the shorter wavelength 
region which is in accord to the UV–Vis spectra observed.

3.5  Catalytic reactions

The oxidation of both aliphatic and aromatic alkenes was 
carried out. The results of the reactions are given in Table 1. 
The hybrid catalyst showed better catalytic activity and 

Fig. 2  IR spectra of a CuL; b 
NaY and c [Cu(bpy)2]2+–NaY
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product selectivity than the neat complex in acetonitrile. The 
oxidation of styrene with tert-BuOOH gives styrene oxide 
in 42% yield (epoxide selectivity-57%) (Table 1) under the 
heterogeneous condition. Along with this, benzaldehyde and 
benzoic acid are also detected. Turnover frequency of ~ 107 
for the epoxide production was attained in 24 h. The free 
CuL complex showed 55% conversion of styrene, but the 
yield of styrene oxide is very low with only 36% selectiv-
ity. The heterogeneous oxidation of cyclohexene showed 
an excellent conversion ~ 99%, but cyclohexene oxide was 
not the major product of this reaction. Cyclohexene oxide 
was produced in 42% yield with only moderate selectivity 
(42%). Apart from cyclohexene-oxide, cyclohex-2-en-1-ol 
and cyclohex-2-en-1-one were also generated (57%), since 
its active allylic C–H site could also be activated in the pro-
cess of oxidation. Oxidation of cyclohexene in homogeneous 
condition by CuL shows slightly lower conversion (85%). 
Here also selectivity of cyclohexene oxide is only 35%. 
Bulkier cycloalkenes like norbornene has been effectively 
converted selectively to exo-epoxynorbornane (conversion 
99%, selectivity 100%) in heterogeneous condition. But in 
homogeneous condition, although selectivity of exo-epox-
ynorbornane is 100%, conversion is very low (57%). The 
oxidation of cyclooctene proceeds smoothly when catalyzed 
by [Cu(bpy)2]2+–NaY, showing excellent conversion of 81%, 

where the selectivity of cyclooctene oxide was 77%. Along 
with this, cyclooctane-1,2-diol (19%) was also generated. 
In homogeneous condition, the conversion and selectivity 
were lower (conversion 76%, cyclooctene oxide selectivity 
70%).To test the leaching of copper from the catalyst during 
the reaction, the reaction mixture was filtered out hot after 
the reaction is over and was subjected to atomic absorp-
tion spectroscopic analysis. The analyses show copper was 
absent in the filtrate. The filtrate mixture also did not show 
any catalytic activity towards oxidation reactions. There-
fore, it is concluded that copper is not leaching out from the 
catalyst during oxidation. The [Cu(bpy)2]2+–NaY catalyst 
has been recovered from the reaction mixture and has been 
reused successively three times under the same reaction con-
ditions. After each reaction, the catalyst has been washed 
with acetonitrile. The solid catalyst has been recovered by 
filtration after each reaction and has been washed thoroughly 
with acetonitrile. The recovered catalyst showed almost the 
same catalytic activity for norbornene epoxidation reaction 
by tert-BuOOH in every run: first run, norbornene conver-
sion = 98%; second run, norbornene conversion = 99%; third 
run, norbornene conversion = 98%. No induction period was 
observed in all the reactions (Fig. 5). The Cu(II) binds the 
peroxo-group on treatment with peroxides to form the pre-
catalyst containing LxCu–OOH (where L = ligand), which 

Fig. 3  UV–Visible spectra of a 
CuL and b [Cu(bpy)2]2+–NaY
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are capable of transferring the oxo-functionality to the 
organic substrates to produce the oxidized products [41]. It 
is our assumption that a similar kind of mechanism may be 
operative in this case. The excellent catalytic potency of the 
encapsulated catalyst may be due to the formation of facile 
and reversible intermediate species [20]. The coordination 
environment around Cu(II) is easily approachable for an 
external ligand. As a result, tert-BuOOH occupies enough 
space to bind copper in the intermediate stages of the cata-
lytic cycle. The lower catalytic activity of the homogeneous 
catalyst (CuL) with respect to the zeolite Y encapsulated 
one may be imputed to the degradation of the homogeneous 
catalyst [30].

4  Conclusions

The immobilization of the copper bipyridine complex 
within zeolite Y was done using a flexible ligand method. 
It was well characterized by various physicochemical and 
spectral methods. The catalyst showed high catalytic effi-
ciency towards the oxidation of alkenes using tert-BuOOH 
as oxidant. The encapsulated catalyst can be recovered and 
reused without loss of much catalytic activity which makes 
them superior to the homogeneous counterpart.

Fig. 4  EPR spectra of a CuL and b [Cu(bpy)2]2+–NaY
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structure, magnetic property and catalytic effectiveness

Habibar Chowdhurya, Rajesh Berab, Corrado Rizzolic and Chandan Adhikaryd

aDepartment of Chemistry, Kabi Nazrul College, Murarai, West Bengal, India; bDepartment of
Chemistry, Dinabandhu Andrews College, Kolkata, West Bengal, India; cDepartimento di Scienze
Chimiche, della Vita e della Sostenibilit�a Ambientale, Parma, Italy; dDepartment of Education, The
University of Burdwan, Burdwan, West Bengal, India

ABSTRACT
A dimeric copper(II) complex, bisf(2-[1-(aminoethylimino)ethyl]-
phenoxog-di-l1,1-azido-dicopper(II), [Cu2(L)2(l2-1,1-N3)2] (1) [L¼ 2-
[1-(aminoethylimino)ethyl]-phenoxo ion], has been isolated using
a self-assembly reaction using a 1:1:1 molar ratio of
Cu(NO3)2�3H2O, HL and NaN3 in methanol at room temperature
and characterized through X-ray diffraction analysis and spectro-
scopic studies. X-ray structural analysis reveals that 1 consists of
two distinct dinuclear molecular units, where each copper(II) cen-
ter in the individual dinuclear unit adopts a distorted square pyr-
amidal geometry with a CuN4O chromophore ligated through a
tridentate (NNO) Schiff base and two N atoms of two different
bridging azides in m1,1-mode. Two Cu(II) centers are linked
through double m2-1,1-N3 bridges to form the dinuclear unit
[Cu2(L)2(l2-1,1-N3)2]. In the crystalline state, the dinuclear units in 1
are associated through weak intermolecular N-H� � �O hydrogen
bonds to afford a 2-D sheet structure viewed along the crystallo-
graphic a-axis. The small magnitude of the antiferromagnetic
interaction (J ¼ –0.45 cm�1) is a result of the long Cu���Cu separ-
ation (3.205(2) Å). The catalytic efficacy of 1 was studied in a ser-
ies of solvents for the epoxidation of alkenes using tert-butyl-
hydroperoxide (TBHP) as an efficient oxidant under mild condi-
tions.
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1. Introduction

Copper(II) complexes with different nuclearities and varied pseudohalide bridges
have spawn great interest because of their interesting structures, catalytic and mag-
netic properties [1–9], and also as models for the active sites of biomolecules [10].
Of them, homoatomic azide-bridged compounds [11] with m-1,1 (end-on, EO) and
m-1,3 (end-to-end, EE) bridging motifs show different molecular architectures and
magnetic interactions [9, 12–20]. The crystalline architectures of these compounds
are found to be interesting due to the variations of the nature of forces such as
weak intramolecular and/or intermolecular interactions. The magnetic super-exchange
pathways [9, 12–19] in these compounds depend on structural parameters, such as
Cu-N and Cu… .Cu distances, Cu–N–Cu angles and of course on the nature of the
magnetic orbitals. This indicates that the structural parameters have great influence
on the magnetic properties; thus a detailed knowledge of these parameters is essen-
tial for magneto-structural/-chemical correlations. Although the activity of Schiff base
copper(II) complexes toward several oxidation reactions both in homogeneous
[21–26] and heterogeneous conditions [27–31] are well documented, catalytic oxida-
tion of alkenes involving Schiff base copper azido complexes has been scarcely
reported [32–35]. Several oxidants such as molecular oxygen, 30% hydrogen perox-
ide and sodium hypochlorite are used for the epoxidation of alkenes. But industrial
processes still mainly rely on tert-butyl-hydroperoxide (tert-BuOOH) [36]. In industrial
epoxidation such as the Halcon–Arco and Sumitomo processes [37–40], alkyl-hydro-
peroxides are used on a large scale. The recycling of the co-product, e.g. tert-BuOH
has been realized in the Sumitomo process. In the present endeavor, we have
chosen a tridentate Schiff base (HL) (Scheme 1) to isolate one neutral dinuclear
copper(II) azido complex bisf(2-[1-(aminoethylimino)ethyl]-phenoxog-di-l1,1-azido-
dicopper(II), [Cu2(L)2(l2-1,1-N3)2] (1) [L¼ 2-[1-(aminoethylimino)ethyl]-phenoxo ion.
Details of the synthesis, crystal structure, magnetic behavior and its catalytic
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effectiveness toward epoxidation of alkenes using tert-BuOOH as an oxidant of this
compound are presented in the following sections.

2. Experimental

2.1. Materials

High purity 1-(2-hydroxyphenyl)ethanone (Aldrich, USA), ethane-1,2-diamine (Aldrich,
USA), sodium azide (E. Merck, India) and copper(II) nitrate trihydrate (Merck, India)
were purchased from their respective concerns and used without purification. All other
chemicals and solvents were of AR grade. The solvents used were distilled and dried
before use. The synthetic reactions and work-up were done in the open air.

Caution! Transition metal azido complexes are potentially explosive especially in the
presence of organic ligands. Although we have not encountered any problem during
our study, yet a small amount of materials should be prepared and it should be
handled with care.

2.2. Physical measurements

Elemental analyses (carbon, hydrogen and nitrogen) were performed on a Perkin-
Elmer 240C elemental analyzer. The IR spectrum (KBr disc, 4000–200 cm�1) was
recorded using a Nicolet Magna IR 750 Series II FTIR spectrometer. Ground state
absorption (in methanol) was measured with a Perkin Elmer LAMBDA EZ-301 spectro-
photometer. Variable-temperature (1.8–300 K) magnetic measurements were carried
out using a Quantum Design SQUID-based MPMSXL-5-type magnetometer. The palla-
dium rod sample (Materials Research Corporation, measured purity 99.9985%) was
used to calibrate the SQUID magnetometer where the superconducting magnet was
normally run from 0 to 5 T field strength. Measurements were made at a magnetic
field of 0.5 T. Corrections are based on subtracting the sample holder signal and con-
tribution vD estimated from the Pascal constants [41]. Magnetization measurements
were conducted at 2 K in the magnetic field from 0 to 5 T. X-band (9.5 GHz) EPR meas-
urements were done on polycrystalline samples using a Bruker ElexSys E 500 spec-
trometer. The measurements were performed at room and liquid nitrogen
temperature. The spectrometer was equipped with a NMR teslameter (ER 036TM) and
an X-band frequency counter (E 41 FC). Measurement parameters were as follows:
microwave power 10mW, modulation amplitude 8G, center field 3500G, range 7000G
for X-band.

OH

C
N

CH3

NH2

Scheme 1. Framework of Schiff base ligand (HL).
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2.3. Synthesis and analytical data for Schiff base (HL) and [Cu2(L)2
(l2-1,1-N3)2] (1)

2.3.1. Schiff base, 2-[1-(aminoethylimino)ethyl]-phenol (HL)
1-(2-Hydroxyphenyl)ethanone (0.136 g, 1.00mmol) was refluxed (10 h) with ethane-1,2-
diamine (0.060 g, 1.00mmol) in ethanol (20mL). After 10 h, the reaction solution was
evaporated under reduced pressure to yield a gummy mass, which was dried and
stored in vacuo over CaCl2 for subsequent use (Supplementary Material Scheme S1).
Yield: 0.125 g (70%). Elemental Anal. Calcd for C10H14N2O (HL): C, 67.38; H, 7.92; N,
15.72%. Found: C, 68.10; H, 8.15; N, 14.80%. IR (KBr pellets, cm�1): �(C¼N) 1640; �(N-
H) 3284. 1H NMR (300MHz, CDCl3): (d 2.25 (m, 6H, CH3); 2.6 (t, 2H, CH2); 3.6 (t, 2H,
CH2); 7.2 (m, 3H, aromatic).

2.3.2. Bisf(2-[1-(aminoethylimino)methyl]-phenoxog-di-l1,1-azido-dicopper(II), [Cu2
(L)2(l2-1,1-N3)2] (1)
The tridentate Schiff base, HL (0.178 g, 1.00mmol), in MeOH (20mL) was added slowly
to a copper(II) nitrate trihydrate (0.242 g, 1.00mmol) solution (20mL) in the same solv-
ent producing an intense blue solution, which was stirred for 30min. An aqueous solu-
tion (5mL) of NaN3 (0.065 g, 1.00mmol) was added dropwise to the resulting mixture
with continuous stirring, which gave a green solution. After filtration through a fine
glass-frit, the green solution filtrate was kept in air for slow evaporation. Black rect-
angular crystals of 1 were deposited within a week, which were separated by filtration
and dried in vacuo over silica gel indicator. Yield: 0.339 g (60%). Elemental Anal. Calcd
for C20H26N10O2Cu2 (1): C, 42.47; H, 4.63; N, 24.77%. Found: C, 42.84; H, 5.15; N,
25.08%. IR (KBr, cm�1): tasy(N3) 2045, 2031; tbending(N3) 635. UV–vis [DMF; kmax/nm
(emax/dm

3 mol�1 cm�1]: 262, 292 (1.30� 104), 382 (1.25� 104), 609 (2.35� 102). KM

(DMF, X�1 cm2 mol�1): 6.

2.4. X-ray data collection and structure refinement of [Cu2(L)2(l2-1,1-N3)2] (1)

A single crystal of 1 suitable for X-ray analysis was selected from those obtained by
slow evaporation of a methanol solution at room temperature. Diffraction data were
collected on a Bruker APEX IICCD diffractometer using graphite monochromated Mo-
Ka radiation (k¼ 0.71073Å) and were used to measure cell dimensions and diffraction
intensities. The x-h scan technique in the range to a maximum 2.7� < h< 25.5� has
been fixed for data collection. For the purpose of data reduction and cell refinement,
the program SAINT-Plus [42] was used. Absorption correction was applied using
SADABS [42]. The structure was solved by direct methods using SIR97 [43] and refined
with version 2018/3 of SHELXL [44] using least squares minimization. The amine H
atoms were located in a difference Fourier map and refined with Uiso(H) ¼ 1.2Ueq(N).
The N-H bond distances were restrained to be equal using the SADI command with
an effective standard deviation of 0.05. Refinement of the C-bound H atoms was car-
ried out using a riding model, with C-H¼ 0.96–0.97 Å and with Uiso(H) ¼ 1.2Ueq(C) or
1.5Ueq(C) for methyl H atoms. A large residual density peak (3.37 e Å�3) in the final
difference Fourier map located at 1.62 Å from atom Cu3 should be considered as a
residual absorption artifact due to the poor quality of the crystal (Rint ¼ 10.4%). The
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final positional and thermal parameters are available as Supplementary Material. A
summary of the crystallographic data and structure determination parameters for 1 is
detailed in Table 1.

2.5. Catalytic reactions

The catalytic reactions were carried out in a glass batch reactor according to the fol-
lowing procedure. Substrate (10mmol), solvent (8mL) and catalyst (0.005mmol) were
first mixed in a round-bottom flask. The mixture was then equilibrated to 65 �C in an
oil bath. After addition of tert-BuOOH (20mmol), the mixture was stirred continuously
for 24 h. The products of the oxidation reactions were collected at different time inter-
vals and were identified and quantified by a VARIAN CP-3800 gas chromatograph
equipped with an FID detector. A CP-Sil 8 CB capillary column was used for analysis of
the products.

3. Results and discussion

3.1. Synthesis and physical measurements

The pentacoordinate dinuclear copper(II) complex, bisf(2-[1-(aminoethylimino)methyl]-
phenoxog-di-l1,1-azido-dicopper(II), [Cu2(L)2(m2-1,1-N3)2] (1), was obtained in a one-pot

Table 1. Crystallographic data and structure refinement parameters for 1.
Chemical formula C20H26N10O2Cu2
Formula mass 565.59
Crystal system Monoclinic
Space group P21/c
a (Å) 16.866(11)
b (Å) 14.881(10)
c (Å) 14.879(10)
a/� 90
b (�) 111.562(7)
c (�) 90
V (Å3) 3473(4)
k (Å) 0.71073
qcalcd (mg cm–3) 1.623
Z 6
T (K) 295(2)
m (mm–1) 1.877
F(000) 1740
Crystal size (mm3) 0.16� 0.11� 0.06
h ranges (�) 1.30 to 25.25
Index ranges –20 � h� 20

–17 � k� 17
–17 � l� 12

Reflections collected 20,852
Independent reflections 6274
Tmax and Tmin 0.896 and 0.769
Data/restraints/parameters 6274/15/481
R(int) 0.104
Goodness-of-fit on F2 0.996
Final R indices [I > 2r(I)] R¼ 0.0815 and wR2¼ 0.2039
R indices (all data) R¼ 0.1540 and wR2¼ 0.2487
Largest peak and hole (eÅ–3) 3.330 and �0.676

Weighting scheme: R¼RjjFoj � jFcjj/RjFoj, wR ¼ [Rw(F2o � F2c )
2/Rw(F2o )2]1/2, calcd w¼ 1/[r2(F2o) þ (0.1337P)2 þ

0.0000P] where P ¼ (F2o þ 2F2c )/3.
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reaction of a 1:1:1 molar ratio of the copper(II) nitrate trihydrate, HL [HL ¼ 2-[1-(ami-
noethylimino)ethyl]-phenol] and NaN3 in MeOH solution at room temperature
(Scheme 2).

Complex 1 was characterized by microanalytical (C, H and N), spectroscopic and
other physico-chemical results. The microanalytical data are in good conformity with
the formulation. The air stable moisture insensitive compound is stable over long peri-
ods of time in powdery and crystalline states, and is soluble in MeOH, EtOH, MeCN,
DMF and DMSO, but is insoluble in water. In the IR spectrum, bands at 2045 and
2031 cm�1 are assigned to the asymmetric vibration of the coordinated azide group
[tas N3

–] and the band at 635 cm�1 is attributed to the bending vibration of the azide
group. Similar characteristic bands for azides have been observed in a number of
mononuclear and polynuclear azido-bridged complexes [45]. Complex 1 displays mul-
tiple absorption bands in the 200–1100 nm range. A weak low-intensity absorption
band at 609 nm is assignable to a d-d transition, consistent with the square pyramidal
(sp) geometry of the copper(II) centers. The absorption band at 382 nm may be attrib-
uted to the ligand to copper(II) charge transfer transition (LMCT) [46, 47]. Additionally,
two strong absorption bands at 262 and 292 nm may be assigned to a ligand-based
charge transfer transitions [48].

3.2. Structural description of [Cu2(L)2(l2-1,1-N3)2] (1)

A single crystal X-ray diffraction study of [Cu2(L)2(m2-1,1-N3)2] (1) was made to define
the coordination sphere. An ORTEP diagram and packing view of the 2-D sheet struc-
tures of 1 are shown in Figures 1 and 2, respectively. Selected bond distances and
angles relevant to the coordination spheres can be found in Table 2 and non-covalent
interaction parameters are given in Table 3. X-ray structural analysis reveals that 1 con-
sists of two distinct dinuclear molecular units as [Cu1Cu2(L)2(l2-1,1-N3)2] and
[Cu32(L)2(l2-1,1-N3)2]. Each Cu(II) center in asymmetric unit adopts a distorted square
pyramidal geometry [s¼ 0.283(Cu1)/0.227(Cu2)/0.198(Cu3)] with a CuN4O chromo-
phore [49] coordinated through two N atoms and one O atom [N1, N2,O1 in Cu1/N9,
N10,O2 in Cu2/N11, N12,O3 in Cu3] of a tridentate Schiff base (L) and two N atoms
[N3,N6 in both Cu1 and Cu2/N13,N13i in Cu3] of two different bridging azides in m1,1-
mode (Figure 1) (symmetry code: (i) 1 – x, –y, 1 – z). The basal plane is ligated by N1,
N2, O1 and N3 in Cu1/N9, N10, O2 and N6 in Cu2/N11, N12, O3 and N13 in Cu3,
whereas the apical position is occupied by N6 in Cu1/N3 in Cu2/N13i in Cu3. A consid-
erable deviation from ideal square pyramidal geometry is seen, which is presumably

Scheme 2. Synthetic route of 1.
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due to the smaller bite angles produced by the ligand [N1-Cu1-N2 85.8(3)� in Cu1/N9-
Cu2-N10 86.5(3)�/N11-Cu3-N12 85.3(3)�]. The basal plane consists of four short bond
lengths [Cu1-N1: 1.991(7) Å, Cu1-N2: 1.957(7) Å, Cu1-O1: 1.873(6) Å, Cu1-N3: 2.021(8) Å
in Cu1/Cu2-N9:1.995(7) Å, Cu2-N10: 1.962(7) Å, Cu2-O2: 1.881(6) Å, Cu2-N6: 2.010(7) Å
in Cu2/Cu3-N11:1.994(9) Å, Cu3-N12: 1.996(7) Å, Cu3-O3: 1.897(6) Å, Cu3-N13: 1.999(9)
Å in Cu3] and the apical position is occupied by a longer bond [Cu1-N6: 2.414(7) Å in
Cu1/Cu2-N3: 2.448(8) Å in Cu2/Cu3-N13i: 2.457(9) Å in Cu3] (Table 2). The Cu1, Cu2 and
Cu3 copper(II) centers deviate 0.1370(12), 0.1221(12) and 0.1249(12) Å, respectively,
from the mean basal plane. In the [Cu1Cu2(L)2(l2-1,1-N3)2] unit, two Cu(II) centers (Cu1

and Cu2) are different in position linked and through double m2-1,1-N3 bridges to form
a dinuclear unit, whereas in [Cu32(L)2(l2-1,1-N3)2] unit, two inversion related Cu(II) cen-
ters (Cu3) are connected via double m2-1,1-N3 bridges to construct the dinuclear unit
(Supplementary Material Figure S1). The Cu-Nazide-Cu bridging angles are similar [Cu1-
N3-Cu2: 91.1(3)�; Cu1-N6-Cu2: 92.4(3)�; Cu3-N13-Cu3i: 91.5(4)�]. The l2-1,1-N3 (end-on)
bridged azides are linear, which is reflected in their angles [N3-N4-N5: 176.8(12) Å; N6-
N7-N8: 179.2(10) Å; N13-N14-N15: 176.9(13) Å]. The Cu…Cu distance in the dinuclear
unit is 3.205(2) Å. In the crystalline state, the dinuclear units in 1 are associated
through weak intermolecular N-H� � �O hydrogen bonds to afford a 2-D sheet structure

Figure 1. An ORTEP diagram of two distinct dinuclear molecular units in 1 as [Cu1Cu2(L)2(l2-1,1-
N3)2] and [Cu32(L)2(l2-1,1-N3)2] with displacement ellipsoids drawn at the 30% probability level.
Symmetry code: (i) 1 – x, –y, 1 – z.
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Figure 2. Packing diagram of 2-D supramolecular sheet structure in 1 through intermolecular N-
H���O hydrogen bonds viewed down the a axis. Hydrogens not involved in hydrogen bonding
(dashed lines) are omitted.

Table 2. Selected bond distances (Å) and angles (�) for 1.
Bond distances Cu1 Cu2 Cu3

Bond angles

Cu-NA (NA¼N1/N9/N11) 1.991(7) 1.995(7) 1.994(9)
Cu-NB (NB¼N2/N10/N12) 1.957(7) 1.962(7) 1.996(7)
Cu-OC (OC¼O1/O2/O3) 1.873(6) 1.881(6) 1.897(6)
Cu-ND (ND¼N3/N6/N13) 2.021(8) 2.010(7) 1.999(9)
Cu-NE (NE¼N6/N3/N13i) 2.414(7) 2.449(8) 2.457(9)
N3-N4/N6-N7/N13-N14 1.170(11) 1.218(11) 1.153(12)
N4-N5/N7-N8/N14-N15 1.132(13) 1.169(11) 1.120(13)

NA-Cu-NB 85.8(3) 86.5(3) 85.5(4)
NA-Cu-OC 176.7(3) 175.3(3) 178.4(4)
NA-Cu-ND 89.3(3) 85.0(3) 86.8(3)
NA-Cu-NE 88.5(3) 90.1(3) 94.0(4)
NB-Cu-ND 159.7(3) 161.7(3) 166.5(4)
NB-Cu-NE 110.9(3) 109.7(3) 104.8(3)
NB-Cu-OC 93.5(3) 93.6(3) 92.9(3)
ND-Cu-NE 88.6(3) 87.9(3) 88.6(4)
ND-Cu-OC 92.4(3) 90.6(3) 87.6(3)
NE-Cu-OC 88.7(3) 91.3(3) 93.5(3)
Cu1-N3-Cu2 91.1(3) 91.1(3) –
Cu1-N6-Cu2 92.4(3) 92.4(3) –
Cu3-N13-Cu3i/ Cu3-N13i-Cu3i – – 91.4(4)
N3-N4-N5 176.8(12) 176.8(12) –
N6-N7-N8 179.2(10) 179.2(10)
N13-N14-N15 – – 176.9(13)

Symmetry code: (i) 1 – x, –y, 1 – z.
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viewed along the crystallographic a-axis (Figure 2). The weak N-H���O hydrogen bonds
between the O atom (O1/O2/O3) of the tridentate Schiff base (L) with H atoms (H1N/
H3N/H4N/H5N) of amines (-NH2) group (Table 3) are in operation to strengthen the
architecture of the dinuclear unit in 1.

3.3. EPR spectroscopy

The X-band EPR spectra of the magnetically concentrated polycrystalline samples were
recorded at room and liquid nitrogen temperatures. The EPR spectrum of 1 is depicted
in Figure 3. The principal g values have been determined by conventional methods of
EPR spectra [50]. At X-band, the EPR spectrum for 1 shows an axial symmetry with an
asymmetry in the perpendicular region with gx ¼ 2.07; gy ¼ 2.08; gz ¼ 2.18; gav ¼
2.11 (Figure 3). This approximately axial spectrum, in view of the significant anisotropy
between gx � gy and gz, indicates that copper(II) ion assumes either a square planar

Table 3. Hydrogen bond interaction parameters (Å, �) for 1.
D-H���A D-H H���A D���A D-H���A Symmetry code

N1-H1N���O3 0.99(6) 2.12(6) 3.102(10) 171(5) –
N1-H3N���O2 0.97(6) 2.34(7) 3.157(10) 140(5) –
N9-H3N���O1 0.94(6) 2.26(7) 3.136(10) 155(5) –
N9-H4N���O1 0.95(6) 2.37(6) 3.303(10) 166(5) –x, –y, –z
N11-H5N���O3 0.96(9) 2.42(10) 3.248(13) 144(7) 1 – x, –y, 1 – z

Figure 3. X-band EPR spectrum of 1 at room temperature with gx ¼ 2.07; gy ¼ 2.08, gz ¼ 2.18
(gav ¼ 2.11).
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or a penta-coordinated geometry around it. The X-ray crystal structure shows the com-
plex indeed displays square-pyramidal geometry.

3.4. Magnetic study

Variable-temperature magnetic susceptibility measurements of 1 have been made on
a powdered monocrystalline sample in the temperature range 2–300 K under the
external magnetic field of 0.5 T. Figure 4 depicts the thermal dependence of vMT (vMT
vs. T) and vM (vM vs. T) for 1. The v values increase slowly with decrease of the tem-
perature and a rapid increase of the molar susceptibility values is observed in the low
temperature region without showing any peak. The product function vMT (and/or the
effective magnetic moment) increases slowly on cooling from room temperature down
to T¼ 30 K: vMT (300 K) ¼ 0.67 cm3 mol�1 K (slightly lower than the spin-only value
expected for two isolated copper(II) ions with S ¼ 1=2 and g¼ 2.00), vMT (30 K) ¼
0.72 cm3 mol�1 K). Below 30 K, a rapid drop of the vMT product is registered until vMT
(2 K) ¼ 0.57 cm3 mol�1 K. This feature is characteristic of weak antiferromagnetic cou-
pling. The magnetic data were fitted to the modified Bleaney–Bowers expression for
two interacting copper(II) ions (S ¼ 1=2) (Eqs. (1) and (2)) with the Hamiltonian in the
form H ¼ �JŜ1Ŝ2 (Eq. (3)) [51]

xd ¼ Ng2l2B
3kT

3exp J
kT

� �

1þ 3exp J
kT

� � (1)

Figure 4. Thermal dependence of (�) vMT and (�) vM for 1. The inset shows thermal dependence
of inverse magnetic susceptibility. The solid line is the calculated curve using Bleaney–
Bowers expression.
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v0M ¼ vM
1� 2zJ0

Nb2g2

� �
vM

(2)

J ¼ � ðEHS�EBSÞ
ðS1 þ S2ÞðS1 þ S2 þ 1Þ (3)[in the weak coupling limit]

The small J value observed, comparable with those reported for similar complexes
described in the literature [52], may be explained by the fact that the magnetic orbi-
tals are unfavorably oriented to interact. The experimental data can be matched with
J ¼ �0.45 cm�1, g¼ 2.10, R¼R[(vT)exp – (vT)calc]

2/R[(vT)exp]
2 ¼ 2.53� 10�6. For azido-

bridged binuclear copper(II) system, an unusual range of magnetic behavior is strongly
dependent on two main factors: the geometry of the dimers and the<Cu-N-N and
Cu-N3-Cu torsion angle in the bridging region. Consideration of the electronic states of
weakly interacting metal centers have revealed that the bridging ligand is most effect-
ive in supporting antiferromagnetic exchange interactions between the two metal ions
if the bridge has available molecular orbitals that can interact with the bonding com-
bination of the metal’s d-orbitals [53]. The antiferromagnetic contribution reduces
when the environment around metal atom changes from planar to tetrahedral geom-
etry. The coupling may be strongly antiferromagnetic when the azido bridge is in
basal–basal position, in which case two dx2�y2 orbitals are involved in the exchange
mechanism. In the case of the examined complex, the Cu(II) ion assumes a square pyr-
amidal coordination environment and the azido bridge adopts a basal-apical asymmet-
ric disposition between copper ions involving dx2�y2 and dz2 atomic orbitals. As a
result the interaction between Cu1 and Cu10 magnetic orbitals are expected to be
very weak, leading to a small exchange coupling parameter. According to literature
data [54], Cu(II) dimers with double end-on asymmetric azido bridges present anti-
ferromagnetic or ferromagnetic interaction depending not only on coordination geom-
etry, but also of several structural parameters such as dissymmetry or asymmetry of
the m-N3 bridge (the distortion on planarity described by out-of-plane displacement
(Table 4) [55] Cu–Cu distance, and the nature of the other ligating centers inclusive of
their fluxionality. Ferromagnetic ordering appears when the Cu-N-Cu angle is small
(due to spin polarization effects) and decreases with increasing Cu-N-Cu angle up to

Table 4. Main structural and magnetic parameters for asymmetric double end-on (m2-1,1-N3) azido
bridgedcomplexes.

Compound Cu-N-Cu (�) R (Å) R	 (Å) Cu-Cu (Å) s
J

(cm–1) Ref.

[Cu2(L)2(m2-1,1-N3)2] 91.1(3),
92.4(3),
91.5(4)

2.021(8),
2.010(7),
1.999(9)

2.414(7),
2.448(8),
2.457(9)

3.205(2) 0.283,
0.227,
0.198

0.53 This
work

[Cu2(L)2(m1,1-N3)2] 89.9 1.95 2.02 3.205 0.268 0.75 55
[Cu2L2(N3)2] 86.9 – 2.55 3.166 – 24 55
[Cu2(L)2(N3)2][ClO4]2 96.7 – 2.54 3.391 – WF 55
Cu2(dmterpy)2(N3)]2(N3)2(NO3)(H2O)2 117.4 1.99 2.31 3.674 – 2.9 55
[CuL3(N3)]2 93.6 2.06 2.48 3.318 0.26 2.9 55
[CuL1(N3)]2 90.5 1.923 2.440 3.193 0.02 –1.8 55
[Cu(dpt)(N3)]2(ClO4)2 101.0(2),

100.7(2)
2.022(4) 2.398(4) 3.314(1),

3.314(1)
0.28, 0.49 –2.9 55

R¼M-Nazido(basal); R	 ¼ M-Nazido(apical) Å; s ¼ trigonality index (s¼ 0 infers a perfect square pyramid, s¼ 1 a perfect
trigonal bipyramid).
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antiferromagnetic ordering if the bridge is large (critical angle �104�) [55]. On the
other hand, the long Cu–Cu distance reduces the overlap between the MO’s bearing
unpaired electrons which will result in a reduction of the magnitude of JAF as evidence
of ferromagnetic contributions. Temperature-dependent measurements of magnetic
susceptibility reveal the occurrence of competitive exchange interactions with a net
very weak ferromagnetic character. However, the elaborate hydrogen-bonding network
is also able to transmit magnetic coupling [56]. Strong hydrogen bonds (Figure 2)
form the next magnetic pathway between the Cu ions of neighboring dimers in the
crystal network. The small magnitude of this antiferromagnetic interaction (J ¼
�0.45 cm�1) is a result between the long Cu���Cu separation (3.205(2) Å). In order to
explain the weakness of intramolecular interaction in 1, two effects must be taken
into account: (i) dominant intermolecular antiferromagnetic interaction (J ¼
�0.45 cm�1) and (ii) the large Cu-Cu distance (3.205(2) Å), the large Cu-Nazido(basal) dis-
tance (2.021(8) Å), smaller Cu-Nazido(apical) distance (2.414(7) Å), the large Cu-N-Cu angle
(92.4(3)�) and the large s parameter (0.283) (Table 4). The combined effect may be
attributable for the very weak nature of the magnetic character.

3.5. Catalytic activities

The catalytic activity of 1 in the epoxidation of various alkenes in homogeneous
medium is summarized in Table 5. The graphical representation of different alkene
conversion for 1 is shown in Figure 5. For 1, the conversion trend of alkenes follows
the order styrene> cyclooctene> cyclohexene, while the observed epoxide selectivity
is cyclooctene (72%) > styrene (60%) > cyclohexene (56%). The oxidation of styrene
gives styrene epoxide in 60% yield (selectivity 61%), and along with this a moderate
amount of benzaldehyde and benzoic acid are also detected. Cyclooctene epoxide is
produced in good yield, with high selectivity when cyclooctene reacts with tert-

Table 5. Homogeneous catalytic oxidation of olefins catalyzed by [Cu2(L)2(l2-1,1-N3)2] (1) in aceto-
nitrile media.

Substrate Reaction time (hr) Conversion (wt%)

% yield of products

Epoxide Others

24 82 49 33a

24 78 56 22b

24 68 38 30c

Reaction conditions: alkenes (10mmol); catalysts (0.005mmol); tert-BuOOH (20mmol); acetonitrile (10mL); tempera-
ture 70 �C.
aBenzaldehyde and benzoic acid.
bCyclooctane-1,2-diol,.
cCyclohex-2-en-1-ol and cyclohex-2-en-1-one.
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BuOOH. In addition, a small amount of cyclooctane-1,2-diol was also formed. For cyclo-
hexene, epoxide selectivity is the least since its active allylic C-H site could also be
activated in the process of oxidation. Apart from cyclohexene oxide, cyclohex-2-en-1-
ol and cyclohex-2-en-1-one were also generated, owing to allylic C-H oxidation. We
have studied the epoxidation of alkenes over Schiff base copper(II) azido complexes
under homogeneous conditions in the recent past [35]. We have demonstrated that
Schiff base copper(II) azido complexes viz., [Cu(L1)(N3)],[Cu2(L

2)2(m2-1,1-N3)2]
[Cu(L2)(N3)],[Cu(L

3)(N3)] [where HL1 ¼ 1-(N-5-methoxy-ortho-hydroxyacetophenim ino)-
2,2-dimethyl-aminoethane], HL2 ¼ 1-(N-ortho-hydroxyacetophenimine)-2,2-diethyl-ami-
noethane and HL3 ¼ 1-(N-salicylideneimino)-2-(N,N-diethyl)-aminoethane] exhibit high
catalytic activity in the oxidation reactions of a variety of olefins with tert-BuOOH in
acetonitrile media. The results of the catalytic activity of these systems are compared
with 1 in Table 6. From Table 6, it is evident that in similar reaction conditions,
[Cu(L1)(N3)] is more efficient catalyst than the others. This might be due to the slight
variation in structural morphologies of the complexes. The decreased efficacy of 1 as
well as selectivity of the reaction may be due to the absence of an electron donating
group (-OMe) at the aryl ring of the Schiff base (Scheme 1). Rayati et al. reported that
copper(II) complexes of salen-type tetradentate Schiff-bases show improved catalytic
activity by introduction of p-electron-donating groups at the aromatic rings [26]. The
effect of various reaction media on epoxidation of cyclooctene catalyzed by 1 has also
been studied. A graphical representation of the relative efficacy of 1 as catalyst for the

Figure 5. Reaction profile for the epoxidation of olefins with tert-BuOOH in the presence of 1.
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epoxidation of cyclooctene in different solvents has been given in Figure 6. From
Figure 6, it is evident that the best performance of the catalyst was observed in aceto-
nitrile medium. The catalytic efficiency follows the order acetonitri-
le>dichloromethane>methanol> chloroform. The facilitating factor of the
epoxidation may be attributed due to optimum polarity of acetonitrile to dissolve
both olefin and tert-BuOOH. A similar trend was found in our previous work [34, 35].
Bera et al. also reported the same trend in the study of epoxidation of cyclooctene
catalyzed by a single end-on azido-bridged Schiff base copper(II) complex [32]. We
studied the reactions of cyclooctene by varying the temperature from room tempera-
ture to 75 �C in acetonitrile to determine the optimum temperature. It was found that

Figure 6. Reaction profile for the epoxidation of cyclooctene with tert-BuOOH in different solvents
over 1.

Table 6. Comparison of catalytic efficacy of [Cu2(L)2(l2-1,1-N3)2] (1) with other reported copper(II)
azido catalysts for the epoxidation of alkenes with tert-BuOOH in acetonitrile media.

Complex

Conversion (%)

ReferencesStyrene Cyclooctene Cyclohexene

[Cu(L1)(N3)] 98 95 82 [15]
[Cu2(L

2)2(l2-1,1-N3)2] [Cu(L
2)(N3)] 96 90 84 [15]

[Cu(L3)(N3)] 90 85 70 [15]
[Cu2(L)2(l2-1,1-N3)2] 82 78 68 This work

HL1 ¼ 1-(N-5-methoxy-ortho-hydroxyacetophenimino)-2,2-dimethyl-aminoethane], HL2 ¼ 1-(N-ortho-hydroxyaceto-
phenimine)-2,2-diethyl-aminoethane and HL3 ¼ 1-(N-salicylideneimino)-2-(N,N-diethyl)-aminoethane.
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maximum conversion occurs at 70 �C (Figure 7). The complex contains a five-coordin-
ate coordinatively unsaturated Cu-center, thus the complex has been used for Lewis
acid catalysis reactions under homogeneous conditions. The copper(II) binds the per-
oxo-group upon treatment with peroxides [41] to form the pre-catalyst containing
LxCu–OOH (where L¼ ligand), which are capable of transferring the oxo-functionality
to the organic substrates to produce the oxidized products [42, 43]. We assume that a
similar kind of mechanism is operative in our case. X-ray crystal structure analysis
shows the presence of five-coordinate Cu(II) in [Cu2(L)2(l2-1,1-N3)2] (1). Thus, the coord-
ination environment around copper(II) is easily accessible for an external ligand. As a
result, tert-BuOOH gets enough space to bind copper in the intermediate stages of
the catalytic cycle.

4. Conclusion

One neutral diazido-bridged dinuclear copper(II) compound, bisf(2-[1-(aminoethylimi-
no)methyl]-phenoxog-di-l1,1-azido-dicopper(II) (1), containing a tridentate Schiff base
ligand has been isolated. Structural analysis reveals that each copper(II) center, with a
distorted square pyramidal geometry in 1, is linked to each other by asymmetric m2-
1,1-azido bridges in the square pyramid conformation. The structure of 1 is stabilized
by intermolecular weak N-H���O hydrogen bond interactions forming a 2-D sheet struc-
ture. Variable-temperature magnetic susceptibility measurement shows weak intermo-
lecular antiferromagnetic interactions among the dinuclear entities as a result between
the long Cu���Cu separation. The complex exhibited excellent catalytic activity in
homogeneous oxidation of alkenes. A better selectivity was found when acetonitrile
was used as a solvent. The catalytic efficacy of similar copper(II) azido complexes was
compared. It was found that the absence of an electron-donating group at the aryl
ring of the Schiff base decreases the efficiency of the catalyst.
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Abstract
A one-dimensional Cu(II) coordination polymer of [Cu(L)(μ-ONO2)]n (1) (HL = 4-methoxy-2-[1-(methylaminoethylimino)
methyl]-phenol) with bidentate bridging nitrate has been isolated and characterized by X-ray diffraction analysis and spec-
troscopic studies. Single crystal X-ray analysis revealed that each copper(II) center in the asymmetric unit of complex 1 
adopts a distorted square pyramidal geometry with a  CuN2O3 chromophore ligated through a tridentate Schiff base (L) with 
(NNO) donor sets and two O atoms of bridging nitrate ion. The adjacent copper atoms are connected by bridging nitrate 
(μ-ONO2) in bidentate fashion affording a 1D coordination polymeric chain structure along the crystallographic b-axis. In 
the polymeric framework, the Cu…Cu separation is 4.3749(4) Å. The catalytic efficacy of complex 1 was studied in a series 
of solvents for the epoxidation of cyclooctene using tert-butyl-hydroperoxide (TBHP) as an efficient oxidant under mild 
conditions. The catalytic reaction mixture was analyzed by gas chromatography and the data indicated that the yield of the 
epoxidation reaction and its selectivity is maximum in acetonitrile medium.

Introduction

Coordination polymers (CPs) [1] and metal–organic frame-
works (MOFs) [2] through strong metal–ligand covalent 
bonds [3] and multiple weak non-covalent forces [4] have 
attracted great attention of many research groups in the iso-
lation of different advanced functional materials [5–9]. Sin-
gle-pot synthesis [10] is an efficient synthetic approach using 
judiciously chosen metal ions, organic ligands and bridging 
units in pre-assigned molar ratios to isolate such target mate-
rials. Cu(II), a 3d9 ion, affords [11] a variety of geometries 
that may lead to significant differences in overall molecular 
and crystalline architectures and thereby produce different 
biological and catalytic activities [12]. The copper ion also 
finds significant use in bioinorganic chemistry [13]. A group 
of mono-negative NNO donor tridentate Schiff base ligands 
derived from the mono-condensation of diamines with car-
bonyl compounds (salicylaldehyde, o-hydroxyacetophenone, 
acetylacetone or benzoylacetone), readily react with transi-
tion metal ions and auxiliary ligands to form mono- and 
polynuclear complexes with varied functionalities and versa-
tile applications. Depending on the relative position, number 
and nature of the donor atoms of a Schiff base, the ligand 
approves a favourable control over the stereochemistry of the 
metallic centers in homo- and heteropolynuclear compounds 
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[14]. All these opportunities make Schiff bases privileged 
ligands in the attempt to synthesize metal complexes having 
relevance to bioinorganic chemistry, catalysis, encapsula-
tion, transport and separation processes [14]. Schiff base 
copper complexes can now be extensively used as active 
catalysts in several oxidation reactions, both in homogene-
ous [15–18] and heterogeneous condition [19, 20]. Nitrate 
ion  (NO3

−) [21] acts as monodentate, bidentate bridging 
and bidentate chelating ligand (Fig. 1) for the construction 
of supramolecular architectures. In the framework of our 
research efforts constituting a part of our continuing study 
on metal complexes of tridentate Schiff base ligands based 
on substituted ethylenediamines, we have chosen a triden-
tate Schiff base (HL) (Fig. 2) to isolate a neutral coordina-
tion polymer, [Cu(L)(μ-ONO2]n (1) (HL = 4-methoxy-2-[1-
(methylaminoethylimino)methyl]-phenol). The structure 
of complex 1 has been determined by X-ray diffraction 
measurements and the catalytic efficacy of 1 for the epoxi-
dation of cyclooctene, employing tert-butyl-hydroperoxide 
(TBHP) as an efficient oxidant in different solvent media, is 
also reported. 

Experimental

Materials and method

High purity 5-Methoxysalicyladehyde (E. Merck, India), 
N-methyl ethanediamine (Aldrich, USA) and Cu(II) nitrate 
hexahydrate (E. Merck, India) were purchased from their 
respective concerns and used as received. Cyclooctene and 

tert-BuOOH (70% aq.) were purchased from Aldrich and 
used as received. All other chemicals and solvents were AR 
grade. The solvents used were distilled and dried before 
use. The synthetic reactions and work-up were done in 
the open air. Microanalysis (CHN) was performed using 
a Perkin Elmer 240 elemental analyzer. IR spectra were 
recorded with a Bruker Alpha T 200140 FT-IR spectrometer. 
Absorption spectra were studied with a Shimadzu UV2100 
UV–Vis recording spectrophotometer. GC analysis was 
carried out with an Agilent Technologies 6890 N network 
GC system equipped with a fused silica capillary column 
(30 m × 0.32 mm) and a FID detector.

Synthesis of Schiff base (HL)

5-Methoxysalicyladedehyde (0.15 g, 1 mmol) was refluxed 
(10 h) with N-methylethylenediamine (0.07 g, 1 mmol) 
in dehydrated alcohol (20 ml) with a little modification 
[22]. After 10  h the reaction solution was evaporated 
under reduced pressure to yield a gummy mass, which was 
dried and stored in vacuo over  CaCl2 for subsequent use 
(Scheme 1). Yield 0.28 g (80% based on amine). Elemen-
tal Anal. Calcd for  C11H16N2O2 (HL): C, 63.4; H, 7.7; N, 
13.5%. Found: C, 63.8; H, 8.2; N, 13.5%. FTIR  (cm−1): 
ν(C=N), 1632; ν(N–H), 3120.

Synthesis of [Cu(L)(μ‑ONO2)]n (1)

A solution of HL (0.21 g, 1 mmol) in MeOH (5 ml) was added 
dropwise to a solution of Cu(II) nitrate hexahydrate (0.29 g, 
1 mmol) in the same solvent (10 ml). The final deep blue solu-
tion was filtered and the supernatant liquid was kept undis-
turbed in open air for slow evaporation. After 5 days, a blue 
crystalline product of 1 was isolated by filtration, washed with 
dehydrated alcohol and dried in vacuo over silica gel. Yield 
0.44 g (70% based on ligand). Anal. Calcd for  C11H15N3O5Cu 
(1): C 39.7; H 4.5; N 12.6%. Found: C 40.2; H 4.1; N 13.0%. 
FTIR (KBr/cm−1): νs(NO3) 1735, 1794. UV–Vis in DMF 
[λmax, nm (εmax/dm3mol−1 cm−1)]: 266, 296 (1.20 × 104), 387 
(1.15 × 104), 607 (2.30 × 102); ΛM (DMF/ohm−1  cm2 mol−1): 

Fig. 1  Different coordination 
motifs of the nitrate ion

Fig. 2  Framework of tridentate (NNO) Schiff base ligand (HL)

Scheme 1  Synthetic route for 
Schiff base HL
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6. μeff. (B.M.) = 1.78. ESR (solid state):  g║ = 2.042; g┴ = 2.013, 
gav = 2.022; G = 4.753.

X‑ray crystallographic analysis

A single crystal of 1 suitable for X-ray analysis was selected 
from those obtained by slow evaporation of a methanol solu-
tion at room temperature. Diffraction data were collected on 
a Bruker SMART 1000 CCD diffractometer using graphite 
monochromated Mo-Kα radiation (λ = 0.71073 Å) and were 
used to measure cell dimensions and diffraction intensities. 
Data were collected using the ω–θ scan technique in the range 
to a maximum 2.7° < θ < 25.5°. For data collection, data reduc-
tion and cell refinement. the program SAINT-Plus [23] was 
used. The structure was solved by direct methods using SIR97 
[24] and refined with version 2018/3 of SHELXL [25] using 
Least Squares minimisation. The model was refined. The 
amine H atoms were located on a difference Fourier map and 
refined freely. C-bound H atoms were positioned geometrically 
and refined using a riding model, with C–H = 0.96–0.97 Å and 
with Uiso = 1.2 Ueq(C) or 1.5 Ueq(C) for methyl H atoms. 
The final positional and thermal parameters are available as 
supplementary material. A summary of the crystallographic 
data and structure determination parameters for complex 1 is 
set in Table 1. Crystallographic data for the structural analysis 
has been deposited with the Cambridge Crystallographic Data 
Centre (CCDC No. 2000429 for 1). A copy of this information 
can be obtained free of charge from The Director, CCDC, 12 
Union Road, Cambridge, CB2 1EZ, UK (fax:+44-1223-336-
033; e-mail: deposit@ccdc.cam.ac.uk or www: https ://www.
ccdc.cam.ac.uk).

Catalytic reactions

The catalytic reactions were carried out in a glass batch 
reactor, according to the following procedure. Substrate 
(10 mmol), solvent (8 ml) and catalyst (0.005 mmol) were 
first mixed in a round-bottom flask. The mixture was then 
equilibrated to 65 °C in an oil bath. After addition of tert-
BuOOH (20 mmol), the mixture was stirred continuously for 
24 h. The products of the oxidation reactions were collected 
at different time intervals and were identified and quantified 
by a VARIAN CP-3800 gas chromatograph equipped with 
an FID detector. A CP-Sil 8 CB capillary column was used 
for analysis of the products.

Results and discussion

Synthesis and physical measurements

A n i t r a t e  b r idged  1D cha in  Cu( I I )  coo r-
d i n a t i o n  p o l y m e r ,  [ C u ( L ) ( μ - O N O 2) ] n  ( 1 ) 

HL = 4-methoxy-2-[1-(methylaminoethylimino)methyl]-
phenol) has been isolated using a one-pot reaction of a 1:1 
molar ratio of Cu(NO3)2·6H2O and a Schiff base (HL) in 
methanol at room temperature. The typical synthesis is sum-
marized in Eq. (1):

Complex 1 was characterized by microanalytical (C, H 
and N), spectroscopic and other physico-chemical results. 
The microanalytical data are in good agreement with the 
formulation of the complex. The air stable moisture insensi-
tive compound is stable over a long period of time in powder 
and crystalline states and is soluble in MeOH, EtOH, MeCN, 

(1)Cu
(
NO

3

)
2
⋅6H

2
O + HL

MeOH

⟶

[298 K]

[
Cu(L)

(
� − ONO

2

)]
n

Table 1  Crystallographic data and structure refinement parameters 
for 1 

Weighting scheme: R = Σ||Fo| −|Fc||/Σ|Fo|, wR = [Σw(Fo
2 − Fc

2)2/
Σw(Fo

2)2]1/2, calcd w = 1/[σ2(Fo
2) +   (0.0422P)2 + 0.5323P] where 

P = (Fo
2 + 2Fc

2)/3

Crystal parameters 1

Empirical formula C11H15N3O5Cu
Formula weight 332.80
Crystal system Monoclinic
Space group P 21/n
A (Å) 12.8738 (10)
b(Å) 7.8553 (6)
c (Å) 13.0713 (10)
α0 90
β° 93.6188 (12)
γ0 90
V (Å3) 1319.23 18)
λ (Å) 0.71073
ρcalcd (g  cm−3) 1.672
Z 4
T (K) 294(2)
μ  (mm−1) 1.676
F(000) 684
Crystal size  (mm3) 0.17 × 0.09 × 0.08
θ ranges (°) 2.15 to 25.25
Index ranges − 14 ≤ h ≤ 15

− 9 ≤ k ≤ 9
− 15 ≤ l ≤ 15

Reflections collected 8498
Independent reflections 2401
Tmax and Tmin 0.878 and 0.812
Data/restraints/parameters 2401/1/187
R (int) 0.025
Goodness-of-fit on F2 1.066
Final R indices [I > 2σ(I)] R = 0.0275 and wR = 0.0734
R indices (all data) R = 0.0307 and wR = 0.0756
Largest peak and hole (eÅ−3) 0.333 and − 0.186

https://www.ccdc.cam.ac.uk
https://www.ccdc.cam.ac.uk
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DMF and DMSO, but is insoluble in water. In DMF solution, 
the complex 1 is a non-electrolyte as reflected from the low 
conductivity value (6 Ω−1cm2mol−1).

Crystal structure of [Cu(L)(μ‑ONO2)]n (1)

Single crystal X-ray diffraction study of [Cu(L)(μ-ONO2)]n 
(1) was made to define the coordination sphere. An ORTEP 
diagram of asymmetric units, molecular unit and packing 
view of 1D polymeric chain structure of 1 are depicted in 
Figs. 3, 4 and 5, respectively. Selected bond distances and 
angles relevant to the coordination spheres are presented in 
Table 2. X-ray structural analysis reveals that each Cu(II) 
center in the asymmetric unit of 1 adopts a distorted square 
pyramidal geometry (τ = 0.07) with a  CuN2O3chromophore 
[26] coordinated by two N atoms (N1, N2) and one O atom 
(O1) of the tridentate Schiff base ligand (L) and two O 
atoms (O3, O4) of the bridging nitrate (Fig. 3). A consid-
erable deviation from ideal square pyramidal geometry is 
seen, which is presumably due to the smaller bite angles 
produced by ligand [N1–Cu1–N2 84.54(7)°] and nitrate 
[O3–Cu1–O4_a 79.37(6)°]. The coordination sites of the 

basal plane are occupied by two N atoms (N1, N2) and one 
O atom of the Schiff base (L) and two O atoms (O3, O4) 
of bridging nitrate acting as a bidentate ligand. The bond 
distance of Cu1–N1(amine) [1.9384(17)Å] is smaller than 
Cu1–N2(imine) [2.0386(19) Å]. The three Cu–O bond lengths 
are different, where Cu1–O1(ligand) [1.9026(15) Å] is small-
est than the other two Cu1–O3(nitrate) [2.0531(15) Å] and 
Cu1–O4(nitrate) [2.5817(16) Å] (Table 2). The Cu(II) center 
deviates 0.0314(2) Å from the N1/N2/O1/O3 mean plane. 
The apical position is occupied by O atom [Cu1–O4_a: 
2.4319(16) Å; symmetry code: a = ½ − x, − ½ + y, ½ − z] of 
the other bridging nitrate (Fig. 6). Complex 1 is an example 
of a coordination polymer containing a bidentate bridging 
nitrate. The adjacent copper atoms are connected by a biden-
tate bridging nitrate with μ-ONO2 bridging mode affording a 
1D polymeric chain structure (Fig. 5). The Cu1–O4–Cu1_b 

Fig. 3  An ORTEP diagram of the asymmetric unit of [Cu(L)
(μ-ONO2)]n (1) with displacement ellipsoids drawn at the 50% prob-
ability level

Fig. 4  Perspective view of molecular unit of 1 

Fig. 5  Partial and complete crystal packing views of 1 showing a pol-
ymeric chain extending along b axis

Table 2  Selected bond distances (Å) and bond angles (°) for 1 

Symmetry code: (a) 1/2− x, − 1/2 + y, 1/2− z; (b) 1/2− x, 1/2 + y, 
1/2− z

Bond distances
 Cu1–N1 1.9384 (17) Cu1–O4_a 2.4319 (16)
 Cu1–N2 2.0386 (19) Cu1_b–O4 2.4319 (16)
 Cu1–O1 1.9026 (15) O3–N3 1.276 (2)
 Cu1–O3 2.0531 (15) O4–N3 1.242 (2)
 Cu1–O4 2.5817 (16) O5–N3 1.215 (2)

Bond angles
 N1–Cu1–N2 84.54 (7) N2–Cu1–O4_a 86.94 (7)
 N1–Cu1–O1 94.14 (7) O1–Cu1–O3 89.76 (6)
 N1–Cu1–O3 172.11 (7) O1–Cu1–O4 91.72 (6)
 N1–Cu1–O4 119.12 (6) O1–Cu1–O4_a 90.05 (7)
 N1–Cu1–O4_a 107.44 (7) O3–Cu1–O4 53.81 (6)
 N2–Cu1–O1 176.19 (7) O3–Cu1–O4_a 79.37 (6)
 N2–Cu1–O3 91.99 (7) O4–Cu1–O4_a 133.12 (6)
 N2–Cu1–O4 92.04 (7) Cu1–O4–Cu1_b 121.50 (7)
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(symmetry code: b = ½ − x, − ½ + y, ½ − z) bridging angle is 
121.49(6)°. In the polymeric framework, the Cu…Cu sepa-
ration is 4.3749(4) Å.    

FT‑IR and electronic spectra of 1

In the FT-IR spectrum, complex 1 exhibits a band at 
1794 cm−l with a shoulder at 1735 cm−l due to the bidentate 
bridging nitrate [21]. Also, the bands of weak intensity at 
3062, 2945 and 2840 cm−1 are assigned to the C–H stretch-
ing vibrations of aromatic rings, methylene and methoxy 
groups, respectively [27]. In the UV–Vis spectrum, a weak 
low-intensity absorption band at 600 nm is assignable to d–d 
transition, consistent with the square pyramidal (sp) geome-
try of the Cu(II) centers [28]. The absorption band observed 
at 380 nm may be attributed to the ligand -to -Cu(II) charge 
transfer transition (LMCT) [29]. Additionally, two strong 
absorption bands in the region 265 and 295 nm may be 
assigned to ligand-based transitions.

Magnetic study and EPR spectroscopy of 1

Room-temperature solid-phase magnetic susceptibility 
measurement shows that compound (1) has a magnetic 
moment of 1.78 BM, which is close to the expected spin-
only value. The powder EPR spectrum of complex 1 in 
the solid state is depicted in Fig. 6. The principal g values 
have been determined by conventional methods of EPR spec-
troscopy [30]. The g║ and g┴ values of the complex were 
calculated to be 2.18 and 2.08 with gav = 2.022; G = 4.753. 
This is a typical axial spectrum in which the copper(II) ion 
possesses either a square planar or five-coordinate geometry. 
The X-ray crystal structure shows that the complex indeed 
displays a square-pyramidal coordination geometry.

Catalytic activities

The catalytic activity of [Cu(L)(μ-ONO2)]n (1) was studied in 
the epoxidation of cyclooctene with tert-BuOOH as an oxi-
dant. Cyclooctene was converted to cyclooctene epoxide in 

good yield with high selectivity in different solvents when cat-
alyzed by complex 1. The results of the catalytic epoxidation 
of cyclooctene are given in Table 3. As evident from Table 3, 
complex 1 exhibits the highest conversion of 88% with 86% 
epoxide selectivity. A graphical representation of the rela-
tive efficacy of complex 1 as catalyst for the epoxidation of 
cyclooctene in different solvents has been given in Fig. S1. 
In general, the catalytic efficiency in different solvents fol-
lowed the order: acetonitrile > chloroform > dichlorometh-
ane > methanol. The optimum polarity of acetonitrile that is 
suitable to dissolve both tert-BuOOH and cyclooctene might 
be facilitating the highest catalytic activity. We studied the 
reactions by varying the temperature from room temperature 
to 75 °C in acetonitrile to determine the optimum temperature. 
It was found that the maximum conversion occurred at 65 °C 
(Fig. S2). The results of control experiments in the epoxi-
dation of cyclooctene with tert-BuOOH at 65 °C are pre-
sented in Table 4. Control experiments without using cata-
lyst failed to produce the desired product. The conversion of 
cyclooctene was only 4% in the absence of the catalyst. The 
Cu(NO3)2 salt, however, achieved a conversion of 66%, but 
selectivity was lower (53%). The results of reported epoxi-
dation reactions of cyclooctene using tert-BuOOH as oxi-
dant over Cu(II) Schiff base complexes under homogene-
ous conditions are collated in Table 5 [15–18]. We have 
earlier studied the oxidation reactions of a variety of olefins 
over Cu(II) Schiff base complexes, [Cu(L1)(H2O)](ClO4) 

Fig. 6  Powder EPR spectrum of 
the complex 1 

Table 3  Homogeneous oxidation of cyclooctene catalyzed by the 
complex [Cu(L)(μ-ONO2)]n (1) at 65 °C in different solvents

Reaction conditions: Cyclooctene (10 mmol); catalysts (0.005 mmol); 
tert-BuOOH (20 mmol); acetonitrile (8 mL). a2-Cyclooctene-1-ol

Solvents Reaction time 
(Hr)

Conversion 
(wt%)

Yield of products

Epoxide Others

CH3CN 24 88 86 2a

CH2Cl2 24 64 59 5a

CHCl3 24 58 53 5a

CH3OH 24 55 44 11a



 Transition Metal Chemistry

1 3

 (HL1 = 1-(N-ortho-hydroxy-acetophenimine)-2-methylpyri-
dine), [Cu(L2)]  (HL2 = N,N’-(2-hydroxy-propane-1,3-diyl)-
bis-salicylideneimine),[Cu(L3)](HL3 = N,N’-(2,2-dimethyl-
propane-1,3-diyl)-bis-salicylideneimine), which exhibit high 
catalytic activity with tert-BuOOH in different solvent media, 
where cyclooctene has been converted to its epoxide (con-
version 76–75%, selectivity 63–56%) in acetonitrile media 
[15]. We have also demonstrated the epoxidation of cyclooc-
tene using a single end-on azido bridged 1D chain Schiff-
base copper(II) complex [CuL(µ1,1-N3]n(HL = 1-(N-ortho-
hydroxyacetophenimine)-2-(N-ethyl)aminoethane) as catalyst, 
where the highest conversion occurs also in acetonitrile 

(conversion 86%, selectivity 81%) with tert-BuOOH as oxi-
dant [16]. Rayati et al. reported the oxidation of cyclooctene 
with tert-BuOOH in the presence of electron-rich salen-type 
Schiff base copper(II) complexes, where the highest conver-
sion was 70% after 8 hr in acetonitrile media and epoxide 
selectivity was 100% [17] (Table 5). Abbasi et al. studied the 
epoxidation of cyclooctene using a series of mononuclear and 
dinuclear salen-type copper(II) Schiff base complexes, where 
the highest conversion goes to 85%, but epoxide selectivity 
maximum was 67%. Along with the epoxide, the allylic oxi-
dation product cyclooct-2-enol, and cyclooct-2-enone were 
also obtained [18]. However, in our present study, the conver-
sion of cyclooctene by complex 1 displayed marked improve-
ment with good selectivity. Cu(II) Schiff base catalysts under 
heterogeneous conditions have been used for epoxidation of 
olefins with tert-BuOOH in the recent past. Sakthivel et al. 
have reported the oxidation of cyclooctene with tert-BuOOH 
over a tetrahydro-salen Cu(II) complex grafted on iodosilane 
modified surfaces of MCM-41 and MCM-48, but the conver-
sion was only 53–54% with 78–85% selectivity. However, in 
homogeneous condition, there was a reported 73.7% con-
version and 73% selectivity [31]. Jana et al. have obtained 
92% conversion of cyclooctene with 92% epoxide selectivity 
using a Cu(II) Schiff-base anchored MCM-41 catalyst [20]. 
Zarnegaryan et al. have reported that the effective conversion 
of cyclooctene (conversion 88%, selectivity 100%) by Cu(II) 
Schiff base complex immobilized on graphene nanosheets 
using tert-BuOOH in acetonitrile media, although the highest 
conversion (99%) occurred in dichloromethane media [32]. 
Banaei et al. studied the epoxidation of cyclooctene by zeolite-
Y encapsulated Cu(II) complexes with 16- and 17-membered 
diazadioxa macrocyclic Schiff bases nanocomposite materials, 
where conversion goes to a highest value of 84% (selectiv-
ity up to 82%) with the formation of three by-products [33]. 
However, in the case of complex 1, allylic C–H oxidation was 
2–11% in different solvents. The reaction profile of the epoxi-
dation of cyclooctene with different solvents is shown in Fig. 
S3. The complex contains five-coordinated coordinatively 
unsaturated Cu-center; thus, the complex has been used for the 
Lewis acidic catalysis reaction under homogeneous conditions. 
The Cu(II) binds the peroxo-group on treatment with peroxides 
[34] to form the pre-catalyst containing LxCu–OOH (where 
L = ligand), which are capable of transferring the oxo-function-
ality to the organic substrates to produce the oxidized products 
[35]. We assume that a similar kind of mechanism is operative 
in our case. The probable mechanism for catalytic cycle is 
depicted in Scheme 2. X-ray crystal structure analysis shows 
the presence of five-coordinated Cu(II) in [Cu(L)(μ-ONO2]n 
(1). So, the coordination environment around Cu(II) is easily 
accessible for an external ligand. As a result, tert-BuOOH has 
enough space to bind copper in the intermediate stages of the 
catalytic cycle.   

Table 4  Control experiments in epoxidation of cyclooctene with tert-
BuOOH at 65 °C

Reaction condition: Cyclooctene (10 mmol), Catalyst (0.005 mmol), 
tert-BuOOH (20 mmol),  CH3CN (8 ml)

Run Catalyst Conversion 
(wt%)

% Yield 
of epox-
ide

1 No catalyst 4 4
2 Cu(NO3)2 66 35
3 [Cu(L)(μ-ONO2)]n 88 86

Table 5  Comparison of catalytic efficacy of the complex [Cu(L)
(μ-ONO2)]n (1) with other reported copper(II) catalysts for the epoxi-
dation of cyclooctene with tert-BuOOH in  CH3CN media

HL1 = 1-(N-ortho-hydroxy-acetophenimine)-2-methyl-pyridine, 
 H2L2 = N,N’-(2- hydroxy-propane-1,3-diyl)-bis-salicylideneimine, 
 H2L3 = N,N’-(2,2-dimethyl-propane-1,3-diyl)-bis-salicylideneimine, 
 H2{salnptn(3-OMe)2} = Schiff-base derived by thecondensationof2,2′ 
-dimethylpropandiamineand2-hydroxy-3-methoxybenzaldehyde, 
 H2{hnaphnptn} = Schiff-basederivedbythecondensationof2,2′-
dimethylpropandiamine and 2-hydroxy-1-naphthaldehyde, 
Schiff-base derived from the condensation of meso-1,2-diphe-
nyl-1,2-ethylenediamine with various salicylaldehyde derivatives 
(x-salicylaldehyde for  H2Ln, x = H (n = 1), 5-Br (n = 2), 5-Br-3-NO2 
(n = 3) and 2′-hydroxyacetophenone (n = 4).Cu(II) (Schiff base)Cl2@
GO-CP = Cu(II) Schiff base complex immobilized on Graphene 
oxide. L’ = 3,4,11,12-dibenzo-1,14-diaza-5,10-dioxa cyclohexade-
cane-1,13-diene.aFor 8 h, bFor5hr

Complexes Conversion (%) Reference

[Cu(L1)(H2O)](ClO4) 75 [15]
[Cu(L2)] 75 [15]
[Cu(L3)] 76 [15]
[CuL(μ -1,1-N3)]n 86 [16]
][Cu{salnptn(3-OMe)2}] 70a [17]
[Cu(hnaphnptn)] 70a [17]
(CuLn, n = 1–4) 69 [18]
Cu-MCM-41 92 [20]
CuII(Schiff base)Cl2@GO-CPb 88 [32]
Cu-L’-Y 84 [33]
[Cu(L)(μ-ONO2)]n 88 This study
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Conclusion

In summary, a neutral nitrate bridged coordination polymer 1 
of Cu(II) containing a tridentate Schiff base has been isolated 
and characterized by single crystal X-ray diffraction. Structural 
analysis revealed that each Cu(II) center features a distorted 
square pyramidal geometry bearing a  CuN2O3 chromophore 
in 1. The adjacent copper atoms are connected by a bidentate 
μ-NO3 bridge to form a one-dimensional coordination poly-
meric structure. Complex 1 displayed moderate catalytic effi-
cacy in homogeneous cyclooctene epoxidation. The catalytic 
reaction also revealed the highest selectivity in acetonitrile 
medium.
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INTRODUCTION

The catalytic epoxidation of alkenes is a reaction of great
industrial interest given the numerous applications of epoxides
as precursors in the production of valuable chemicals [1].
Conventionally, the epoxidation of alkenes is carried out by
stoichiometric amount of peracids [2]. However, peracids are
expensive, corrosive, non-selective for the epoxide formation,
lead to the formation of undesirable products, so create a lot
of waste [3]. Therefore, many alternative methodologies using
single oxygen donor reagents such as NaIO4, NaOCl, PhIO,
RCOOOH, KHSO5 and H2O2 have been reported for the epoxi-
dation of alkenes. However, these methods are either expensive
or not environment friendly. Another commercial manufacturing
method of epoxides is the chlorohydrin process, which causes
serious environmental pollution. Hence, from both economic
and environmental viewpoint and to avoid co-products, the epoxi-
dation of alkenes with O2 or naturally cheap air over effective
catalysts is a promising and attractive method.

Metal complexes catalyzed homogeneous epoxidation system
could produce high yield of epoxide in presence of an aldehyde
which acts as a reducing agent for the reductive activation of
oxygen [4]. Many efforts have been made to seek methods of
epoxidation with molecular oxygen or air [5-13]. Among all
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these methods, Mukaiyama epoxidation system [8,10-13] uses
metal complexes such as Ni(II), Mn(III), Co(II) or Fe(III) as
the homogeneous catalysts, aldehydes or alcohols as the reduc-
tants is confirmed to be very effective. Subsequently, many metal
catalysts such as manganese complex [14,15],
metalloporphyrins [16-19], cobalt-containing molecular sieves
[20] demonstrated highly catalytic performance for the aerobic
oxidation in the presence of aldehyde.

Cobalt ions and cobalt complexes are used as catalysts
for the selective oxidation of alkanes and alkylbenzenes with
O2 [21]. In the recent past, Budnik and Kochi [22] have used
cobalt complexes for the epoxidation of alkenes with molecular
oxygen . Using a cobalt(II) complex, the catalytic oxidation of
terminal olefins, including styrene, by O2 to the corresponding
2º ketones and 2º alcohols has been reported [23,24]. Cobalt-
salen complexes were reported to show catalytic activity for
epoxidation of styrene with O2, where isobutyraldehyde was
used as a sacrificial co-reductant [25]. Again, one of the major
drawbacks of using metal salens in homogenous solutions is
the formation of µ-oxo dimers and other polymeric species,
which leads to irreversible catalyst deactivation. Iqbal et al.
[26,27] studied various Schiff-base cobalt complexes for the
epoxidation of alkenes including steroids and terpenoids in
the presence of either aliphatic aldehyde or β-ketoester. Saha
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et al. [28] studied the epoxidation of alkenes over a cobalt(III)
Schiff-base complex in the presence of molecular oxygen using
isobutyraldehyde [28]. Co(II) salen derived Jacobsen type
complexes [16] were used as catalysts for aerobic asymmetric
epoxidation [29]. Oxidation of monoterpenes with O2 using
CoCl2 as catalyst has been reported, and it was found that allylic
oxidation takes place predominantly [30]. In the presence of
propionaldehyde diethyl acetal as the reducing agent, bis-
(diketonato)cobalt(II) derivatives, i.e. Co(acac)2 are active in
the aerobic epoxidation of alkenes [31]. Cobalt based hetero-
geneous catalysts for aerobic epoxidation of alkenes are also
reported in recent past [32-40].

Herein, the synthesis, characterization, X-ray single crystal
structure of a new mononuclear cobalt(II) complex and its catalytic
efficacy towards aerobic epoxidation of olefins in presence of
isobutyraldehyde as co-reductant are reported.

EXPERIMENTAL

The chemicals viz. Co(NO3)2·6H2O, styrene, cyclooctene,
cyclohexene, 1-hexene, 1-octene, limonene, 2,2′-bipyridine
were purchased from Aldrich and used as received. The solvents
were purchased from Merck (India) and distilled before use.

Synthesis of [Co(bpy)2(NO3)](NO3)·3H2O (1): Complex
[Co(bpy)2(NO3)](NO3)·3H2O (1) was synthesized hydrothermally.
Compound 1 was grown as red block crystals in a Teflon-lined
Parr acid digestion bomb. For digestion, cobalt(II) nitrate, 2,2′-
bpy and aspartic acid were added in the molar ratio of 1:1:1 in
10 mL of distilled water and kept at 160 ºC for 3 days followed
by slow cooling at the rate of 5 ºC/h to room temperature. The
crystals thus formed were filtered off, washed first with water
and then with a small amount of ethyl alcohol and dried in air
(yield 75 %, based on cobalt). Anal. calcd. (found) % for
C20H22N6O9Co: C, 50.97 (50.50); H, 4.00 (4.20); N, 15.29
(15.50); Co, 10.72 (10.51). The crystal structure of [Co(2,2′-
bpy)2(NO3)]NO3·5H2O has been reported previously [41],
however, the synthetic procedure was different.

X-ray single crystal structure determination of 1: X-
Ray diffraction data of complex 1 was collected at 293(2) K
on a Bruker SMART APEX CCD X-ray diffractometer using
graphite-monochromated MoKα radiation (λ = 0.71073 Å).
Determination of integrated intensities and cell refinement
were performed with the SAINT [42] software package using
a narrow-frame integration algorithm. An empirical absorption
correction (SADABS) [43] was applied. The structure was solved
by direct method and refined using full-matrix least-squares
technique against F2 with anisotropic displacement parameters
for non-hydrogen atoms with the programs SHELXS-97 and
SHELXL-97 [44]. All hydrogen atoms were located from differ-
ence Fourier map and treated as a suitable riding models with
isotropic displacement parameters derived from their carrier
atoms and were refined with isotropic thermal parameters
(except for the hydrogen atoms of water molecules). A summary
of crystal data and relevant refinement parameters for complex 1
is collated in Table-1. The molecular graphics softwares used
were ORTEP III [45] and MERCURY 1.2.1 [46].

Catalytic epoxidation reaction: The catalytic epoxidation
reactions were carried out under air in a batch reactor at 60 ºC.

TABLE-1 
CRYSTALLOGRAPHIC DATA AND STRUCTURE  
REFINEMENT PARAMETERS FOR COMPLEX 1 

Parameters  
Chemical formula sum C20H22N6O9Co 
Chemical formula weight  549.36 
Crystal system  Monoclinic 
Space group  C2/c 
Cell dimensions  a =10.9317(3) Å; b = 16.0118(3) Å; 

c = 14.4587(5) Å 
β (º)  102.017(2) 
V (Å3)  2475.33(12) 
Z  8 
Temperature (K)  293(2) 
Dc (g cm-3)  1.571 
µ (mm-1)  0.765 
F(000)  1212 
Intervals of reflection indices -14≤h≥14, -20≤k≥20, -18≤l≥18 
Reflections with [I>2σ(I)]  2863 
Independent reflections  2504 
Final R indices [I>2σ(I)]  R1=0.0481, wR2= 0.1366 
R indices (all data)  R1=0.0545, wR2= 0.1426 
∆ρmax (e Å-3)  0.382 

∆ρmin (e Å-3)  -0.617 
Goodness-of-fit on F2  1.076 

R1 = Σ ||Fo| – |Fc||/Σ|Fo, wR2 = [Σw(|Fo| – |Fc|)2] / Σ[w(Fo2)]½ 

 
Typically, a 50 mL three-neck round-bottomed flask equipped
with a water condenser containing 1 g alkene in 10 mL dry
acetonitrile and 2 mg of catalyst is kept in a preheated oil bath.
Air was bubbled through the reaction mixture at atmospheric
pressure at a flow rate of ca. 3.0 cm3 min-1. The reaction mixture
was magnetically stirred continuously for 8 h. The products
of the epoxidation reactions were collected at different time
intervals and were identified and quantified by Varian CP 3800
gas chromatograph equipped with an FID detector and a CP-
Sil 8 CB capillary column.

RESULTS AND DISCUSSION

X-ray structure of [Co(bpy)2(NO3)](NO3)·3H2O (1): The
complex shows a cationic monomeric unit [Co(bpy)2(NO3)]
along with three water molecules of crystallization and a discrete
nitrate anion. The unique metal center (Co1) is surrounded by
two bipyridyl ligand and one bidentate NO3

− ion forming a
distorted octahedron. An ORTEP view with atom numbering
scheme of complex 1 is shown in Fig. 1. Selected bond lengths
and angles of complex 1 are given in Table-2. The basal plane
of Co1 center is formed by the two nitrate oxygen atoms O2,
O2* and two bipyridine nitrogen atoms N1, N1*; the axial
positions are occupied by the two bipyridine nitrogen atoms
N2 and N2* [where * = -x, y, ½-z]. Among the two nitrate ions,
one is chelated with the Co1 center and other nitrate ion is
present outside of coordination sphere, thereby balancing the
charge of the Co1 center. Three water molecules are also present
in the lattice without offering any hydrogen bonding. The bond
lengths and bond angles are well in agreement with the reported
cobalt(II) complexes [46,47].

Epoxidation reaction: Catalytic activity of the complex
was investigated in the epoxidation of both cyclic and straight
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Fig. 1. ORTEP diagram of complex 1 with the atom-numbering scheme

TABLE-2 
SELECTED BOND LENGTHS (Å)  

AND ANGLES (°) FOR COMPLEX 1 

Bond lengths (Å) Bond angles (°) 
Co(1)-O(2) 1.8887(19) O(2)-Co(1)-O(2) 70.14(13) 
Co(1)-N(2) 1.922(2) O(2)-Co(1)-N(2)* 88.31(9) 
Co(1)-N(1) 1.932(2) O(2)-Co(1)-N(2) 88.31(9) 
Co(1)-N(3) 2.286(4) N(2)-Co(1)-N(2) 179.42(12) 
N(2)-C(10) 1.341(4) O(2)-Co(1)-N(1) 98.38(9) 
N(1)-C(1) 1.337(3) O(2)-Co(1)-N(1)* 167.82(9) 
O(2)-N(3) 1.314(3) N(2)-Co(1)-N(1) 96.37(9) 
N(3)-O(9) 1.230(5) N(1)-Co(1)-N(1) 93.35(12) 
N(3)-O(2) 1.314(3)   

* -x, y, ½-z 

 
chain alkenes with air. The resultant conversions, selectivities
and turnover number (TONs) are given in Table-3. The reaction
profile of the epoxidation of alkenes is shown in Fig. 2. The
epoxidation of styrene gives styrene oxide in 76% yield (conv-
ersion 88%, selectivity 67%); along with this, benzaldehyde
(yield 12%) was also detected. Turnover number of ~2347
has been attained for the epoxide production. Epoxidation of
styrene with molecular oxygen over a variety of cobalt catalysts
under homogeneous condition has been studied in the recent
past. Kureshy et al. [29] studied epoxidation of styrene over
Co(II) chiral Schiff-base complexes in presence of molecular
oxygen using isobutyraldehyde which shows up to 45% conv-
ersion. Cobalt(II) calix[4]pyrrole complexes afforded a maximum
of 68% yield of styrene oxide in presence 2-ethylbutyr-
aldehyde/O2 in 24h [48]. Opre et al. [49] reported that DMF
interacts with oxygen, styrene and cobalt containing catalyst
according to a complex reaction network, resulting in the
formation of 49% styrene oxide with various co-products, such
as N-formyl-N-methylformamide, CO2 and dimethylamine [49].
They concluded that DMF should be considered as a “sacri-
ficial” solvent that functions as a co-reductant in the epoxidation

TABLE-3 
HOMOGENEOUS ALKENE EPOXIDATION  

CATALYZED BY COMPLEX 1a 

Yield of product 
(%) Substrate Conversion 

(%) 
Epoxide Others 

TONf 

 

88 76 16b 2347 

 
92 80 12c 3111 

 

99 99 – 2495 

 67 67 – 2211 

 55 48 7d 1361 

 

52 52e – 1060 

aReaction conditions: alkenes (1 g); catalyst (2 mg); flow rate of air, 
3.0 cm3min-1 ; CH3CN (10 mL); Temperature (60°C). bBenzaldehyde. 
c2-Cyclohexen-1-ol and 2-Cyclohexen-1-one. dOther unidentified 
product. eLimonene epoxide. fTurn Over Number = moles converted / 
moles of active site. The products of the epoxidation reactions were 
collected at different time intervals and were identified and quantified 
by Varian CP3800 gas chromatograph equipped with an FID detector 
and a CP-Sil 8 CB capillary column. 
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Fig. 2. Reaction profile for the aerobic epoxidation of alkenes over
complex 1

reaction. In present study, the reaction in DMF under this condi-
tion was performed but no conversion of styrene was observed.
O’Neill et al. [50] obtained a yield of 74% styrene epoxide
using bis(2,2,6,6-tetramethyl-3,5-heptanedionato)cobalt(II),
[Co(thd)2] under aerobic condition using pivaldehyde as sacri-
ficial reductant.
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The epoxidation of endocyclic alkene such as cyclohexene
showing a conversion (92%) with 80% epoxide selectivity.
Along with the epoxide, a small amount of allylic oxidation
products i.e. 2-cyclohexen-1-ol and 2-cyclohexen-1-one are
also detected. The epoxidation of cyclooctene goes smoothly,
showing an excellent conversion of 99% with 100% epoxide
selectivity. The linear aliphatic olefins such as 1-hexene and
1-octene converted to the corresponding 1, 2-epoxy alkanes.
As shown in Table-3, the conversion of 1-hexene is 67% where
epoxide was the sole product. Conversion of 1-octene was 55%,
where epoxide selectivity was 87%. Along with 1,2-epoxy
alkane, a small amount (7%) of other undetected side product
was also obtained. It shows that the catalytic activity decreases
along with length of olefin. This may due to the larger hexyl
group of 1-octene connected to double bond sterically hinders
it in approaching to the catalyst metal center with respect to 1-
hexene which its double bond carries a smaller butyl group.
Limonene undergoes a relatively slow conversion and after 8 h
of reaction only 52% conversion is noticed. At that time, limo-
nene oxide is the exclusive product. da Silva et al. [30] studied
the oxidation of limonene with dioxygen in acetonitrile medium
over CoCl2 where the molar ratio of allyl oxidation and epoxi-
dation products was nearly 1:1. However, no allylic oxidation
product is noticed in epoxidation reaction catalyzed by complex
1.

Conclusion

A new mononuclear cobalt(II) complex was hydrother-
mally synthesized and characterized by X-ray crystallography.
The complex has shown excellent catalytic efficacy towards the
aerobic epoxidation of alkenes in presence of isobutyraldehyde
as co-reductant. The complex 1 is new example of cobalt based
catalyst that can oxidize olefinic substrates only by bubbling
air.

Supplementary material

Crystal data are available from The Director, CCDC, 12
Union Road, Cambridge, CB2 1EZ, U.K. (Fax: +44-1223-336-
033; www: http://www.ccdc.cam.ac.uk or E-mail: deposit@
ccdc.cam.ac.uk) upon request, quoting the deposition number
CCDC 808604.
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This research study reports the synthesis, structural characterization and

phenoxazinone synthase-like activity of two structurally similar copper(II)

complexes developed with a benzimidazole functionalized Schiff base (L). The

ligand, L, was designed and synthesized in high yield by the reaction of

p-methoxy benzaldehyde with o-phenylenediamine. The reaction of L with

CuCl2 and Cu(NO3)2 leads to the formation of two isostructural complexes,

[Cu(L)2Cl2]2 (1) and [Cu(L)2(NO3)2]2 (2). Single crystal X-ray structural study

reveals that both the Cu(II) centre in 1 and 2 adopts a square planar geometry.

An attempt has also been made to understand the role of coordinated co-

ligands on the catalytic oxidation of 2-aminophenol (2-AP) to 2-amino-3H-

phenoxazine-3-one (2-APX) in methanol. The presence of coordinated nitrate

to Cu(II) ions imparts a more labile character to complex 2, and the catalytic

efficiency (kcat/KM) for complex 2 (1.50 × 107) was determined almost double

compared with that of complex 1 (8.78 × 106). Electro-chemical and

electrospray ionization mass spectrometry studies of 1 and 2 with 2-AP sug-

gests that the square planar geometries of the Cu(II) centres remain the driving

force to develop enzyme-substrate adducts and excellent catalytic performance

of the complexes. Electrochemical and EPR spectral analysis of the reaction

mixture confirm the presence of active 2-AP−/2-AP•− redox species in the

course of catalytic oxidation and suggest the radical driven oxidative coupling

of 2-AP in an aerobic environment. Temperature-dependent kinetic measure-

ments were carried out to evaluate the activation parameters (Ea, ΔH‡, ΔS‡),
which favours the higher rate of catalytic oxidation of 2-AP for complex 2 than

complex 1.

KEYWORD S

copper(II), crystal structure, electrochemical analysis, phenoxazinone synthase activity,

Schiff base
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1 | INTRODUCTION

Nowadays, copper(II)-based coordination compounds
represent a promising class of smart molecules with
significant contributions in designing functional
materials like catalytic, magnetic, optic and conducting
materials.[1–8] In the biological world, copper(II) ion
remains one of the most prevalent metal ions, and
its compounds play significant roles in different
metal-dependent proteins such as the active site in
haemocyanin[9] as an oxygen carrier and perform
aromatic ring oxidations in tyrosinase,[10] catechol
oxidase,[11] oxygenase enzyme in quercetin
2,3-dioxygenase,[12–14] hydrogen peroxide producer in
galactose and glyoxal oxidases[15–18] and methane
oxidation as methane monooxygenase, pMMO.[19–21]

Among the different copper-based metalloproteins and
metalloenzymes in the living system, phenoxazinone
synthase acts as an important metalloenzyme.[22]

Phenoxazinone synthase catalyses the oxidation of
2-aminophenols to 2-aminophenoxazinone species
actinomycin D, a naturally occurring antineoplastic
agent, which inhibits DNA-directed RNA synthesis and is
also used clinically for the treatment of certain types of
cancer.[23–25]

On the other hand, benzimidazole and its
derivatives are considered as a significant class of
N-containing heterocyclic compounds because of their
broad range of biological activities such as antimicro-
bial, antivirus, antifungals, anti-inflammatory,
anticancer, antiulcer, proton pump inhibitors and
anticoagulants activities.[26–37] They are also the key
intermediate in many organic reactions and are used
for the industrial synthesis of numerous products.[38]

Therefore, various scientific groups have been
engrossed in the synthesis and metallation of benz-
imidazoles with novel functionality to develop smart
molecules with improved biomimetic and pharmacolog-
ical activities that remain an urgent priority. Until to
date, several methods are employed for the synthesis
of different substituted benzimidazoles using either a
catalyst or high temperature, which makes the process
economically and environmentally less attractive.[39–42]

Because copper(II) and benzimidazole play a signifi-
cant role in many disciplines, it is important to study
the copper–benzimidazole interaction, and chemists
have made use of this interaction to build up some
fascinating classes of molecules that show many
interesting properties.[43–45] As a part of our interest
in developing copper-based coordination compounds
for mimicking the bio-inspired oxidation reactions,
we report a straightforward synthesis of
1-(4-methoxybenzyl)-2-(4-methoxyphenyl)benzimidazole

(L) ligand under ambient conditions. To elucidate the
use of such type of ligand in coordination and applied
chemistry research field, we have prepared two
structurally similar mononuclear copper(II) complexes
with L, namely, [Cu(L)2Cl2]2 (1) and [Cu(L)2(NO3)2]2
(2) and structurally characterized by X-ray diffraction
technique with other spectroscopic methods. Attempts
have also been made to illustrate the presence of
ancillary ligands in the primary zone of
coordination of Cu(II) centre for the oxidative catalysis
of 2-aminophenol in methanol medium. Both the com-
plexes were found to show impressive phenoxazinone
synthase mimicking activity towards oxidative coupling
of 2-aminophenol.

2 | EXPERIMENTAL

2.1 | Preparation of the Schiff base and
dinuclear copper(II) complex

2.1.1 | Chemicals, solvents and starting
materials

Highly pure o-phenylenediamine (Sigma Aldrich, USA),
p-anisaldehyde (Sigma Aldrich, USA), copper(II)
chloride dihydrate (Merck, India), copper(II) nitrate
trihydrate (Merck, India) and o-aminophenol (Sigma
Aldrich, USA) are purchased from the respective out-
lets. All the materials used in this investigation were of
high purity.

2.1.2 | Synthesis of the Schiff base, L

The Schiff base ligand, L, was prepared following the
reported procedure with slight modification.[46–48]

The Schiff base was prepared by refluxing
o-phenylenediamine (0.108 g, 1 mmol) with
p-anisaldehyde (0.272 g, 2 mmol) in 25-ml ethanol for
6 h. The brown coloured compound was extracted from
the solution and stored in vaccuo over CaCl2. Yield:
0.219 g (�85.2%). Anal. Calc. for C22H20N2O2 (L): C,
76.72; H, 5.85; N, 8.13; O, 9.29; Found: C, 76.70; H,
5.80; N, 8.11; O, 9.28. IR (KBr, cm−1; Figure S1): 3433
(νOH), 3058 (νCH2), 1612 (νC N); UV-vis (λmax, nm;
Figure S2): 258, 289, 335; 1H NMR (δ ppm, 400 MHz,
CDCl3; Figure S3) δ = 6.844–7.847 (Ar-H, 12H), 5.386
(s, 2H), 3.786–3.852 (s, 6H), ppm.13C NMR (400 MHz,
CDCl3; Figure S4): 160.887 (HC N); 159.113, 154.129,
148.89 (Ar-OCH3); 136.108 (Ar-N C); 130.706, 128.512,
127.212, 122.708, 122.497, 119.735, 114.420, 114.176,
110.394 (Ar-C).
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2.1.3 | Synthesis of copper(II) complexes

A methanolic solution of CuCl2�2H2O (0.170 g, 1 mmol)/
Cu(NO3)2�3H2O (0.241 g, 1 mmol) was mixed dropwise to
dichloromethane solution of L (0.688 g, 2 mmol). The
yellow coloured solution of the Schiff base immediately
turned green for both the reactions, and the resulting
solutions were further stirred for 45 min followed by
filtering. The filtrate was kept for slow evaporation in an
open atmosphere. After 5–7 days, microcrystalline green
coloured crystals for 1 and 2 were separated, which were
dried over silica gel.

Yield of 1: 0.1310 g (�77.0% metal salt based) Anal.
calc. for C44H40N4O4CuCl2: C, 64.47; H, 5.17; Cl, 8.46;
Cu, 7.58; N, 6.68; O, 7.63; Found: C, 64.45; H, 5.16; Cl,
8.42; Cu, 7.54; N, 6.63; O, 7.60. IR (KBr pellet, cm−1;
Figure S5): 3021, 2939(νCH2), 1620 (νC N); UV-vis
(1 × 10−4 M, λmax (abs), nm, MeOH; Figure S6): 286, 605.

Yield of 2: 0.1850 g (�76.80% metal salt based) Anal.
calc. for C44H40N6O10Cu: C, 60.30; H, 4.60; Cu, 7.25; N,
9.59; O, 18.26; Found: C, 60.28; H, 4.59; Cu, 7.21; N,
9.55; O, 18.24. IR (KBr pellet, cm−1; Figure S5): 3019,
2938(νCH2), 1617(νC N); UV-vis (1 × 10−4 M, λmax (abs),
nm, MeOH; Figure S6): 282, 611.

2.2 | Physical measurements

FT-IR spectra of the Schiff base and copper compounds
were recorded using FTIR-8400S SHIMADZU spectrome-
ter in the range of 400–3600 cm−1. 1H and 13C NMR spec-
trum of Schiff base were obtained on a Bruker Advance
400-MHz spectrometer in CDCl3 at 298 K. Steady-state
absorption and other spectral data were recorded with a
JASCO V-730 spectrophotometer. ESI-MS spectral
measurements were performed with a Q-TOF-micro
quadruple mass spectrometer. A Perkin Elmer 2400 CHN
microanalyser was employed to carry out the elemental
analyses of the compounds. The pH values of different
solutions were measured by Labman pH meter at room
temperature. X-band EPR spectral measurements for the
copper complexes were done with a Magnettech GmbH
MiniScope MS400 spectrometer where the microwave
frequency was measured with an FC400 frequency
counter.

2.3 | X-ray structural studies and
refinement

A Rigaku XtaLABmini diffractometer equipped with
Mercury 375R (2 × 2 bin mode) CCD detector was
employed to collect X-ray diffraction data for the

copper(II) complexes with graphite monochromated Mo-
Kα radiation (λ = 0.71073 Å) at 100 K for 1 and at 150 K
for 2 using ω scans. The data were reduced and the space
group was determined using CrysAlisPro 1.171.39.35c
and 1.171.39.7f.[49] The crystal structures were solved
by dual space method, and the space group was
redetermined using SHELXT-2015.[50] The crystallo-
graphic data were refined by full-matrix least-squares
procedures using the SHELXL-2015[51] software package
through OLEX2 suite.[52]

2.4 | Hirshfeld surface analysis of the
copper(II) complexes

Hirshfeld surfaces[53] and 2D fingerprint plots[54] for the
copper(II) complexes have been generated by Crystal
Explorer 17.5[55] program package employing their X-ray
diffraction data. The location of intermolecular interac-
tions within crystal packing was examined through
Hirshfeld Surface analysis. The details of Hirshfield
surface analysis were described elsewhere.[53–55]

2.5 | Catalytic oxidation studies of
2-aminophenol

The catalytic oxidation of 2-aminophenol was performed
by treatment of 1 × 10−4 M solution of copper(II) com-
plexes with 1 × 10−3 M of 2-aminophenol (2-AP) solution
in methanol (MeOH). The wavelength scans for the
course of catalysis were monitored with a spectrophotom-
eter for 2 h from the 300- to 700-nm wavelength
range.[24]

Kinetic experiments were also carried out spectropho-
tometrically to comprehend the catalytic efficacy and
nature of oxidation of aminophenol by the copper(II)
complexes in MeOH at 298 K[56]; 0.04 mL of 1 × 10−4 M
constant concentration of copper(II) complexes the solu-
tions were mixed with 2 ml of 10-fold concentrated solu-
tion of 2-AP to attain the final concentration as
1 × 10−4 M. The catalytic conversion of 2-aminophenol to
its oxidation product was examined with the variation of
time at 433 nm for 1 and 430 nm for 2 (time scan) in
MeOH.[57,58] The rate of catalytic oxidation based on sub-
strate concentration was determined by following the ini-
tial rate law in triplicate. The kinetics of the catalytic
oxidation reactions were carried out at different tempera-
ture to determine the activation parameters.

The product, 2-amino-3H-phenoxazine-3-one (APX)
developed by catalytic oxidation of 2-AP has been
extracted with column chromatographic method for both
the copper(II) complexes. Neutral alumina as column
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support and benzene-ethyl acetate an eluant mixture was
employed in the chromatographic separation. Proton
NMR spectroscopy was evidenced to check the purity of
aminophenoxazinone compound (APX). 1H NMR data
for APX, (CDCl3, 400 MHz,) δH: 7.61 (m, 1H), 7.45
(m, 3H), 6.46 (s, 1H), 6.37 (s, 1H), 6.25 (s, 1H).

2.6 | Detection of hydrogen peroxide in
the course of catalysis

The participation of atmospheric oxygen in the oxidative
coupling of 2-AP was verified from the detection of
hydrogen peroxide with reported literature.[59,60] In the
course of oxidation of 2-AP in MeOH, H2SO4 was added
to attain pH 2. After a certain time, an equal volume of
water was mixed to stop further oxidation. The oxidation
product, phenoxazinone compound was extracted three
times with DCM; 10% solution of KI (1 ml) and three
drops of a 3% solution of ammonium molybdate were
mixed with the aqueous layer. The development of I3

−

species at λmax = 353 nm was monitored through a
spectrophotometer, which may be assignable to the
production of hydrogen peroxide.

2.7 | Electrochemical analysis

The BASi Epsilon-EC instrument containing 0.2-M
tetrabutylammonium hexafluorophosphate as supporting
electrolyte was employed for carrying out electrochemical
experiments in the DCM medium. The BASi platinum
working electrode, platinum auxiliary electrode and
Ag/AgCl reference electrode were used for all the
measurements.

3 | RESULTS AND DISCUSSION

3.1 | Synthesis and structural
formulation of the Schiff base (L) and
copper(II) complexes

The benzimidazole functionalized ligand, L, was
synthesized by refluxing o-phenylenediamine with
p-anisaldehyde in ethanol. The copper(II) complexes
were obtained by adding hydrated copper(II) chloride
and nitrate salts to the ligand, L, in 1:2 mole ratio in
MeOH-DCM under slow stirring conditions (Scheme 1).
The different stoichiometric ratios between hydrated
copper(II) salts and L were applied to divulge the mode
of coordination of the benzimidazole functionalized
ligand with Cu(II) ion.

However, we were unsuccessful to prepare the copper
complexes with different structural compositions. Other
copper(II) salts like perchlorate, bromide, acetate and sul-
phate were also reacted with L to develop the copper(II)
complexes of varied dimensions and nuclearities but did
not able to do so. Complexes 1 and 2 displayed good solu-
bility in polar solvents like methanol, acetonitrile and
dichloromethane. The compounds may be successfully
synthesized in methanol–dichloromethane or methanol–
acetonitrile medium.

3.2 | Description of crystal structures
and Hirshfeld surface analysis

The X-ray structural analysis indicates that both com-
plexes 1 and 2 crystallize in the triclinic space group P-1
and are isomorphous and isostructural, differing for the
coordinating chlorine and nitrate anions in 1 and 2,

SCHEME 1 Synthesis of 1,2-disubstituted

benzimidazole (L) and complexes 1 and 2
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respectively. Crystallographic refinement details are
shown in Table 1. Selected bond lengths and bond angles
for complexes 1 and 2 are tabulated in Tables S1 and S2,
respectively. The ORTEP representations of complexes
1 and 2 are shown in Figures 1 and 2, respectively. The
asymmetric unit of both compounds 1 and 2 comprises
two half complexes located on a centre of symmetry hav-
ing a slight different conformation. The metals in all
cases exhibit an almost regular square planar geometry,
as evidenced by the coordination bond angles close to 90�

(Tables S1 and S2). The copper(II) ion in 1 is coordinated
by two ligand units through the benzimidazole N atom
and by two chloride ions (Figure 1), whereas in 2, the

metal is similarly coordinated by two benzimidazole N
atoms from organic ligands and by two monodentate
nitrate anions (Figure 2).

The Cu–N bond lengths in all the copper(II)
complexes are close comparable falling in the range 1.956
(2)–1.963(2) Å, whereas the Cu–Cl bond lengths in
1 average to 2.2837(8) Å, and Cu–O in 2 are similar, of
2.003(2) Å. The NO3

− ligands in the two complexes
of 2 have approximate coplanar atoms with the
uncoordinated O5/O5’ and O7/O7’ atoms located above
and below the coordination plane. This is also reflected
by the Cu-O3-N-O5 and Cu-O7-N-O9 torsion angles close
to 20� (Table S2). The monodentate coordination mode of
the NO3

− ligands in 2 is confirmed by the criteria listed
in Table S3.[61] All the values, Δd, Δd0, Δθ and θ3 of
0.609 Å, 0.037 Å, 28.19� and 119.30�, respectively, are in
the range of monodentate coordination mode (Table 2).
Bond length analysis within the NO3

− ligands show a
relatively longer N–O bond length for the coordinated
oxygen, of 1.265(3) and 1.273(3) Å, to be compared with
the other N–O bond lengths in the range 1.237(3)–1.249
(3) Å, due to the coordination. The benzimidazole and
the para-methoxyphenyl mean planes are not coplanar
as indicated by the torsion angles N1–C8–C5–C4/
N4-C29-C30 in 1 and N1–C7–C8–C9/N3-C30-C27-C28 in
2 (φ) that increases from 36.7� in free L[66] to 46.30 and
51.34� in 1, 48.57 and 51.34� in 2, likely due to packing
requirements. The structures of 1 and 2 are very close as
evident from the identical space group and crystal
system, and the unit cell dimensions exhibit a very small
difference in cell axes (Table 1).

The nature of Hirshfeld surfaces of complexes 1 and
2 was analysed using dnorm calculation through Crystal
Explorer software (Figures S7 and S8). The dnorm area
and the area consisting of supramolecular interactions of
the complexes 1 and 2 with their neighbouring units are
displayed in red colour. The 2D fingerprint plots and ele-
mental participation in %share of close interaction with
others are displayed in Figures S9 and S10, respectively.
In the dnorm, blue areas show the engagement of π…π
interactions between phenyl centroid of the ligand,
whereas the red area highlights intermolecular
C–H…O/Cl/N interactions and displays in fingerprint
plots (Figures S9 and S10). It is also observed that the
self-assembled supramolecular architectures for complex
1 were principally dominated by C–H…O/Cl interactions
(Figure S11), whereas the self-assembled 3D network for
complex 2 was constructed by C–H…O interactions
(Figure S12). The H…O/Cl interactions are found of mod-
erate strength (2.42–2.56 Å; Table S4) in 1; however,
extensive but moderate to weak ranged H…O interactions
are noted in the construction of the supramolecular
architecture of complex 2 (2.42–2.56 Å; Table S5).

TABLE 1 Crystallographic data and structure refinement

parameters for the copper complexes

Parameters 1 2

Crystal data 2046275 2046276

Empirical formula C44H40N4O4Cl2Cu C44H40N6O10Cu

Formula weight 823.24 876.36

T (K) 100 150

Wavelength (Å) 0.71073 0.71073

Crystal system Triclinic Triclinic

Space group P-1 P-1

Unit cell dimensions

a (Å) 9.1963(3) 9.0794(4)

b (Å) 10.0533(6) 10.2760(5)

c (Å) 21.9806(7) 22.4587(11)

α (�) 100.666(4) 79.878(4)

β (�) 90.164(3) 89.780(4)

γ (�) 102.356(4) 77.426(4)

V (Å3) 1948.90(15) 2012.02(17)

Z 2 2

ρ (gm cm−3) 1.403 1.447

Absorption
coefficient (mm−1)

0.747 0.612

F(000) 854 910

Crystal size (mm3) 0.1 × 0.2 × 0.21 0.18 × 0.27 × 0.32

Theta range for data
collection

2.5 to 32.8�. 3.1 to 27.6�.

Goodness-of-fit on F2 1.057 1.074

Reflections collected 34,507 25,004

Independent
reflections

12,780 9226

Final R indexes
[I ≥ 2σ (I)]

R1 = 0.0650,
wR2 = 0.1491

R1 = 0.0592,
wR2 = 0.1767

Largest diff. peak/
hole/e Å−3

0.90/−0.70 2.53/−0.50
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FIGURE 1 ORTEP view (thermal ellipsoid

probability at 30%) of the two independent

complexes of 1 located on a center of symmetry

FIGURE 2 ORTEP view (thermal ellipsoid

probability at 30%) of the two independent

complexes of 2 located on a center of symmetry

TABLE 2 Comparison of kcat (h
−1) values for catalytic oxidation of 2-AP by reported copper(II) compounds and copper complexes

1 and 2

Complex kcat (h
−1) (solvent) CCDC no. Ref.

[L1Cu(μ-Cl)2CuL1] 1.06 × 104 (CH3OH) 1572023 Ghosh et al.[62]

[Cu4(L
2)4] 86.3 (CH3OH) 1507035 Sagar et al.[63]

[Cu4(L
3)4] 340.26 (CH3OH) 1507036 Sagar et al.[63]

[Cu(μ-Cl)(Phen)Cl] 1.69 × 104(CH3OH) 1524680 Garai et al.[56]

[(CH3CN)Cu(Ls)2Cu]
2+ 11.1 (CH3OH) 1940162 Dutta et al.[64]

[Cu2(L
b1)3]ClO4 78.14 (CH3CN) 1957033 Mudi et al.[47]

[Cu(Lb2)2] 536.4 (CH3CN) 2024056 Mahato et al.[5]

[Cu(Lb3)](H2O) 5.89 × 102 1981345 Mahato and Biswas[65]

[Cu(L)2Cl2]2 (1) (CH3OH) 2.31 × 104 2046275 This work

[Cu(L)2(NO3)2]2 (2) (CH3OH) 6.3 × 104 (CH3OH) 2046276 This work

Note: L1 = 2-(α-hydroxyethyl)benzimidazole (Hhebmz), L2 = (E)-4-chloro-2-((thiazol-2-ylimino)methyl)phenol, L3 = (E)-4-bromo-2-((thiazol-2-ylimino)methyl)

phenol, Lb1 = (Z)-2-methoxy-6-(((2-methoxyphenyl)imino)methyl)phenol, Lb2 = 2-(2-methoxybenzylideneamino) phenol.
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3.3 | Catalytic oxidation studies of
2-aminophenol and mechanistic inferences

The catalytic oxidation of 2-aminophenol (2-AP) was
studied with the copper(II) complexes. In the course of
oxidation reaction, 2-aminophenol (2-AP) was considered
as a standard substrate in methanol (Scheme 2). The
bio-mimics of catalytic oxidation of 2-AP were monitored
with a spectrophotometer at an interval of 12 min for 2 h.
It is well documented that 2-AP exhibits a single band
at 267 nm. Upon addition of copper(II) complexes
(1 × 10−4 M solution) to 2-AP (1 × 10−2 M solution), the
appearance of new electronic bands at 433 and 430 nm
with increasing intensity was observed for both 1 and 2,
respectively (Figures 3 and 4).

The development of the electronic bands at 433 and
430 nm for 1 and 2 is a signature for the production of
phenoxazinone compound in solution, which is well
established in the scientific literature.[67,68] Controlled
experiments were also performed using 2-AP and 2-AP
in the presence of benzimidazole functionalized
ligand L separately under identical reaction conditions
(Figure S13) up to 2 h; however, yields of control
reactions were very little and can be ignored. The

production of oxidation product in control reactions
reveal that auto-oxidation of 2-AP under ambient
reaction condition.

The phenoxazinone species was extracted by column
chromatographic method. Neutral alumina as column
support and benzene-ethyl acetate as an eluant mixture
were employed for this chromatographic separation. The
oxidation product was isolated in high yield (�83% and
�76% for 1 and 2). The product was principally identified
by 1H NMR spectroscopy.[47,56,57

] 1H NMR data for 2-amino-3H-phenoxazine-3-one
(APX), (CDCl3, 400 MHz), δH: 7.61 (m, 1H), 7.46 (m, 3H),
6.48 (s, 1H), 6.39 (s, 1H), 6.27 (s, 1H).

Kinetic studies of the catalytic oxidation of 2-AP
were carried out to understand the catalytic efficacy for
the copper(II) complexes. The method of initial rates
was followed to unveil the nature of kinetic for this
catalytic oxidation of 2-AP. The kinetics of oxidative
coupling of 2-AP was monitored for the growth of
oxidized products at 433 and 430 nm as a function of
time (Figures S14 and S15).[65,69–71] The rate constants
versus concentration of the substrate plot seem to be
saturation kinetics. The values of the kinetics
parameters for the oxidation of 2-AP by 1 and 2 were
determined considering the Michaelis–Menten approach
of enzymatic kinetics and summarized in Table 2. An
attempt was also made to examine the reactivity of the
synthesized copper complexes with a comparison of
the kinetic parameter for other reported copper
complexes.[5,47,56,59,62–64] The kinetics parameter are
furnished in Table 2.

Michaelis–Menten equation is presented as follows:

V =
Vmax S½ �
KM + S½ � ,

SCHEME 2 Oxidative coupling of 2-aminophenol by

phenoxazinone synthase

FIGURE 3 Generation of a new electronic band at 433 nm

after addition complex 1 to 2-AP in MeOH with a time interval of

8 min. Inset: time vs. absorbance plot at 433 nm

FIGURE 4 Development of a new electronic band at 430 nm

after treatment of complex 2 to 2-AP in MeOH with a time interval

of 8 min. Inset: time vs. absorbance plot at 430 nm
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where V indicates the reaction rate, KM is considered as
the Michaelis–Menten constant, Vmax presents maximum
reaction velocity, and [S] is the substrate concentration.

The values of kinetics parameters were determined
from Michaelis–Menten approach of enzymatic kinetics
for 1 as Vmax (MS−1) = 6.44 × 10−4; KM = 2.63 × 10−3

[std. error for Vmax (MS−1) = 7.65 × 10−5; std. error for
KM (M) = 1.29 × 10−4] and for 2 as Vmax

(MS−1) = 1.75 × 10−3; KM = 4.18 × 10−3 [std. error for
Vmax (MS−1) = 4.16 × 10−5; std. error for KM

(M) = 1.97 × 10−4].
The turnover number (kcat) for the copper(II)

complexes 1 and 2 were determined as 2.31 × 104

and 6.3 × 104 h−1, respectively. The catalytic efficiency
(kcat/KM) for 1 and 2 towards phenoxazinone synthase
activity was found high and calculated as 8.78 × 106

and 1.50 × 107. It is observed that complex 2 exhibits
approximately twofold greater rate of oxidation compare
to complex 1. In the copper(II) complex 2, the presence
of coordinated nitrate with Cu(II) centre creates higher
steric hindrance and leads to more lability, and as a
consequence, loss of the coordinated nitrate probably
occurs during the incoming approach of 2-AP
towards the copper(II) centre. For complex 1, the pres-
ence of coordinated chloride to the square plane of
Cu(II) centre facilitates a more stable/inert structure
compared to complex 2. The high catalytic efficiencies
of the copper(II) complexes may be explained from the
perspective of easy incorporation of 2-AP through the
expansion of the coordination number of copper(II)
centres.

The higher rate of catalytic oxidation for complex
2 was further evaluated in terms of determination of the
activation parameters obtained from Eyring equation/
Arrhenius equation through temperature-dependent
kinetic measurements. To understand the thermal effect
on the rate of catalytic oxidative coupling of 2-AP, kinetic
experiments were carried out with both the complexes in
the temperature range (283 K–303 K). During the kinetic

measurement at different temperature, the concentration
for both the copper complexes was kept constant at
1 × 10−3 M, whereas the concentration of 2-AP was fixed
at 1 × 10−2 M. It is observed that the rate of oxidation of
2-AP increases with an increase in temperature for both
the copper(II) complex catalysed reactions. The activa-
tion energy (Ea), the heat of enthalpy (ΔH‡), and entropy
change (ΔS‡) (Table S6) were determined from the
Arrhenius (Figure S16) and Eyring (Figure S17) plots.
The activation energy for the complex 2 catalysed
oxidation of 2-AP was found 9.67 kJ mol−1, which is
lower than that of complex 1 (Ea = 25.68 kJ mol−1).
Noteworthy, both the complexes exhibit negative ΔS‡
value and recommend the formation of substrate-
complex adduct at the transition state.

The redox activities of copper(II) complexes and
mixtures of the complexes with 2-AP were studied by
cyclic voltammetry in CH2Cl2. The electrochemical
potential values corresponding to active species of the
copper complexes with reference to ferrocenium/
ferrocene (Fc+/Fc) couple are displayed in Table S7. The
cyclic voltammograms for complexes 1 and 2 are illus-
trated in Figures 5 and S18. Both the copper complexes
produce quite similar nature of cathodic and anodic
waves in the presence and absence of 2-AP. Complexes
1 and 2 show reversible cathodic waves at −0.655 and
−0.730 V, which may be assigned as imine/imine anion
radical corresponding to 2e redox waves of the two C N
bonds in two benzimidazole ligands. The other cathodic
peaks at −1.53 and 1.68 V for complexes 1 and 2 appear
for the irreversible Cu2+/Cu+ redox couples.

The copper complexes 1 and 2 showed the presence
of anodic peaks at 0.38 and +0.52 V, respectively. In the
mixture of individual copper complexes 1 and 2 in the
presence of 2-AP, the reversible cathodic wave of imi-
ne/imineanion radical shifted to −0.68 and −0.97 V,
respectively. Noteworthy, the irreversible cathodic peak
of Cu2+/Cu+ redox couple in 1 shifted to −1.14 V. In
addition to the presence of cathodic waves, each of the

FIGURE 5 Left: Cyclic voltammogram of

the copper(II) complex 1 in anhydrous DCM

medium; right: cyclic voltammogram of

copper(II) complex 1 in the presence of 2-AP

under molecular oxygen atmosphere in

anhydrous DCM in CH2Cl2 (0.20 M

[N(n − Bu)4]PF6) at 295 K
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copper complexes exhibits reversible anodic waves at
+0.25 and +0.48 V, respectively, and suggests the devel-
opment of 2-AP−/2-AP•− redox couples in the course of
catalysis. An irreversible anodic peak at +0.98 V for
complex 1 in the presence of 2-AP was also observed and
may be attributed to the presence of 2-AP•−/2-IQ redox
couple in solution. The electrode potential values
observed for the development of 2-AP•−/2-IQ species in
the course of catalytic oxidation of 2-AP were well
corroborated with the values reported by a few previously
reported copper complexes.[5,47,61]

To find further insights into the mechanistic aspects
of the course of catalysis, X-band EPR spectral analysis of
the reaction mixture of copper complex 1 with 2-AP was
carried out in DCM medium. Complex 1 produces four
line hyperfine EPR spectra (Figure S19) for the presence
of 63Cu (I = 3/2), and the g value was found 2.116, which
may be well correlated with the reported EPR spectra of
copper(II) ion.[5,47] However, when 2-AP was added
to the complex 1 solution, the hyperfine spectra was
quenched and a new single-line spectra was found at
g = 2.001, indicating the presence of iminobenzoquinone
radical (Figure 6).[5]

Furthermore, electrospray ionization (ESI) mass spec-
tra of the copper(II) complexes 1 and 2 in the presence of
2-AP were measured after mixing of 10 min to under-
stand the labile character and the binding aspects of the
copper(II) complexes with 2-AP in MeOH medium. The
spectra are shown in Figures S20 and S21 for complexes
1 and 2, respectively. It was observed that the ESI-MS of
the reaction mixture for 1 (Figure S20) showed a base
peak at m/z 213.27, which is attributed to the existence
[(2-amino-3H-phenoxazine-3-ones) + H+] species in solu-
tion. Furthermore, a characteristics peak at m/z 823.55
was also detected, which reveals the presence of molecu-
lar ion peak. The binding adduct between complex 1 and
2-AP, [[1 + (2-AP)] + H+] was further confirmed from
the appearance of another characteristic peak at
927.41 m/z. ESI-MS spectrum of complex 2 with 2-AP
(Figure S21) displayed a characteristic peak at 213.29

FIGURE 6 EPR spectrum of the copper(II) complex 1 in the

presence of 2-AP anhydrous DCM medium

SCHEME 3 Plausible mechanistic pathway for

phenoxazinone synthase activity of the copper complexes
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and confirmed the development of [(2-amino-3H-
phenoxazine-3-ones) + H+] species in MeOH. The
enzyme-substrate adduct for complex 2 was also ensured
as [[Cu(L)2 + (2-AP)] + H+], which corroborated well
with the characteristic peak at m/z 860.29 in the spec-
trum. However, the molecular ion peak for complex
2 was absent in the spectrum. Therefore, ESI-MS spectra
for both the copper complexes suggest that both the
complexes undergo the course of catalysis through the
formation of the enzyme-substrate adduct. It is also
recommended that complex 2 in addition to 2-AP
displaced the coordinated nitrates to the solution and
more lability or coordinatively unsaturation at the
copper(II) centre facilitates higher catalytic performance
than complex 1. The participation of aerobic oxygen was
also examined to understand the fate of O2 through the
detection of hydrogen peroxide in the course of catalysis.
The development of hydrogen peroxide was detected with
a UV-vis spectrophotometer, and the observed electronic
band at 353 nm corresponds to the production of I3

− spe-
cies (Figure S22)[59] and thereby confirmed the existence
of hydrogen peroxide. Therefore, based on spectrophoto-
metric, kinetics, ESI-MS spectra of the reaction mixtures,
electrochemical analysis and EPR spectral measurement,
the mechanistic pathways for the course of catalytic
oxidation may be proposed according to Scheme 3.

4 | CONCLUSIONS

This research study reports the details of synthesis,
spectroscopic and structural characterization of a newly
designed substituted benzimidazole ligand and two
structurally similar copper(II) complexes containing the
ligand. The effect of ancillary ligands (chloride and
nitrate) in the bio-mimics of phenoxazinone synthase
activity has also been investigated. X-ray structural analy-
sis exhibits that both the complex adopts a perfect square
planar geometry and exists in trans configuration. It is
observed that the catalytic efficiency (kcat/KM) for both
the copper complexes was found high towards the bio-
mimicking oxidation of 2-AP. kcat/KM values were
determined as 8.78 × 106 and 1.50 × 107 for 1 and 2,
respectively, and it can be addressed that the catalytic
oxidation efficiency is almost double that of 1. The
presence of coordinated nitrate in 2 creates steric
repulsion in the square plane and makes the complex
more labile, which facilitates the entrance of 2-AP to the
Cu(II) centre. Electrochemical analysis for both the cop-
per complexes in the presence of 2-AP confirms the
development of AP−/AP•− redox couple in the course of
oxidative coupling of 2-AP. EPR spectral analysis consoli-
dates the existence of organic radical at g = 2.01 and

supports the catalytic oxidation as radical driven. The
evaluated activation parameters through temperature-
dependent kinetic measurements further support the
higher rate of catalytic oxidation of 2-AP for complex 2.
Finally, this study leads to easy preparation of benzimid-
azole derivative ligand and its copper(II) complexes and
explores the effect of ancillary ligands in the bio-mimetic
oxidation of 2-AP through details spectroscopic, ESI-MS
and electrochemical methods.

SUPPLEMENTARY DATA

Supplementary crystallographic data are available free of
charge from The Director, CCDC, 12 Union Road,
Cambridge, CB2 1EZ, UK (fax: +44-1223-336033; E-mail:
deposit@ccdc.cam.ac.uk or through http://www.ccdc.
cam.ac.uk) upon request, quoting deposition number
CCDC 2046275 and 2046276 for complexes 1 and 2,
respectively. Experimental information such FT-IR,
UV-vis, 1H and 13C NMR, supramolecular architectures,
Hirshfeld surface, fingerprint plots, rate vs. [substrate]
plot, bond distance and bond angle parameters and redox
potential data are given here.
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Focusing on the important  biological functions of metallo-enzymes and metallo-therapeutics 

in living world, this research work demonstrates the synthesis, crystal structure, 

supramolecular architecture, 4-methylcatechol oxidation and bactericidal activity of an 

interesting zinc-Schiff base complex, [Zn(HL)2Cl2] (1), [Schiff base (HL) = 2-(2-

methoxybenzylideneamino)phenol]. Crystal structure analysis of the zinc-Schiff base reveals 

that zinc centre exists in a distorted tetrahedral geometry. The Schiff base adopts three donor 

centres, however it gets protonated to exist in a zwitter ionic form and behaves as a 

monodentate coordinator in 1. This zinc-Schiff base complex has been examined towards the 

bio-mimetic oxidation of 4-methylcatechol (4-MC) in methanol and portrays its good efficacy 

with good turnover number, 1.45×103 h–1. Electro-chemical study, electron paramagnetic 

resonance analysis and electrospray ionization mass spectrometry results for the zinc-Schiff 

base complex in presence of 4-MC ensures that the catalytic reaction undergoes through 

enzyme-substrate binding, and generation of radical in the course of catalysis drives the 

catalytic oxidation of 4-MC. Antibacterial study has also been performed against few clinical 

pathogens (Bacillus SP, Enterococcus, and E.coli). Scanning electron microscope and EDAX 

analysis for the pathogen with little dose of zinc complex confirms the destruction of bacterial 

cell membrane with 1.44% occurrence of zinc in the selected zone of inhibition area. This 

observation holds a great promise to develop future antibacterial agent.
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1. Introduction
     In the field of coordination chemistry, Schiff base, a unique class of compounds has been 

emerged as a widely used chelator towards the development of metal complexes [1-7]. The 

newly prepared Schiff bases and their coordination compounds hold a great promise to 

scientific community for their novel properties in designing efficient catalysts, smart magnetic 

materials, important therapeutics, opto-electronic devices, bio-mimetic models and so on [8-

14]. Among the different 3d elements, zinc is an indispensable bio-metal in living system 

which has significant functions in various biological processes [15]. Most captivatingly, zinc-

Schiff-base complexes have been well recognized for their catalytic, opto-electronic and 

therapeutic properties [13,14,16-21]. Zinc ion in association with Schiff base exhibits 

diversified coordination geometries [22,23] and interesting supramolecular architectures [24]. 

Added to this, zinc-Schiff base complexes also provide promising potency towards the 

resistance of microbial activity and consider as one of the suitable candidates for the discovery 

of potent metallo-therapeutics [25-27].

          Polyphenol oxidase (PPO) consists of a group of copper containing proteins which 

monitors the browning of wide range of natural fruits, vegetables, and sea-food products 

through the enzymatic oxidation of phenolics and lead to the development of brown pigments 

[28,29]. PPO catalyzes the hydroxylation of monophenol (monophenolase activity) following 

the subsequent oxidation of diphenol to quinones (diphenolase activity) which promptly 

convert to brown coloured relatively insoluble polymers (melanins) [30]. This development of 

brown colour catalyzed by PPO has received paramount attention in food industry as it 

provides significant information about nutritional quality and, thereby, produced a crucial 

economic impact on the food-processing industry [31].  Scientific literatures exhibit that the 

rate of metallo-enzyme catalysed browning of natural fruits as well as vegetables 

fundamentally depends on concentrations of phenolic substrate, pH, temperature, and specific 

activity of the PPO [28-31]. It is also well documented that catalytic oxidation of phenols 

actually produces biologically important o-quinones which exhibits facile redox reactions for 

its higher chemical activity. The o-quinone also plays various biological functions likely to 

mailto:icbbiswas@gmail.com
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develop antibiotics, defensive secretions, and pigmentation [32]. Melanin pigment, a 

polymerise form of o-quinone protects all the living organisms from UV-light of sun [33]. In 

the context, with an aim to study the bactericidal activity and catalytic fate towards the bio-

mimetic oxidation of 4-MC, we have designed, synthesized, and structurally characterized of 

an interesting zinc-Schiff base complex and studied its bactericidal and bio-mimicking 

activity.              

2. Experimental
2.1. Preparation of the Schiff base and zinc-Schiff base complex

(a) Chemicals, solvents and starting materials

      Highly pure o-anisidine (Sigma Aldrich, USA), salicylaldehyde (Sigma Aldrich, USA) 

and zinc chloride hexahydrate (Merck, India) were purchased from the respective outlets. All 

the chemicals and solvents were of analytical grade and used as received without further 

purification. 

(b) Synthesis of the Schiff base and zinc-Schiff base complex                                       

       The synthetic details and spectroscopic characterization of this Schiff base, HL was 

recently reported by our group [34]. 

            The zinc-Schiff base complex was synthesized by addition of solid zinc(II) chloride 

hexahydrate (0.244 g, 1 mmol)  to aqueous-methanolic solution of HL (0.454 g, 2 mmol). The 

yellow coloured solution of Schiff base was turned to bright yellow solution. After that, the 

reaction mixture was kept for slow stirring for ~30 mins and set in open atmosphere for slow 

evaporation. Bright yellow coloured single crystals of zinc-Schiff base were separated out 

after 10-12 days. The crystalline compound was washed with hexane and dried over silica gel. 

Finally, different spectroscopic methods were employed to establish the molecular 

composition of zinc-Schiff base and the results are summarized as follows.

Yield of 1: 0.415 g (~63.5% based on metal salt) Anal. Calc. for C28H26N2O4Zn (1): C, 56.92; 

H, 4.44; N, 4.74; Found: C, 56.95; H, 4.41; N, 4.80. IR (KBr pellet, cm-1; Fig. S1): 3571, 3488 

(C=N), 1623,1609 (C=N); UV-Vis (1×10–4 M, λmax(abs), nm, MeOH; Fig. S2): 230, 269, 344; 
1H NMR (δ ppm, 400 Mz, DMSO-d6; Fig. S3) δ = 13.79 (s, 2H), 8.94 (s, 2H), 7.41-6.92 (Ar-

H, 16H), 3.84 (t, 6H) ppm. 13C NMR (400 MHz, DMSO-d6; Fig. S4): 192.26 (HC=NH+), 

163.03, 161.22 (HC=N), 153.09 (Ar-N=C), 136.81, 133.54, 132.90, 129.74, 128. 65, 119.81, 
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119.64, 117.68, 117.16, 114.53, 114.53, 112.68 (Ar-C), 56.23, 55.66 (-OCH3). ESI-Ms (m/z, 

MeOH; Fig. S5): [Zn(HL)(CH3OH)2+H], 310.14 (Theoretical m/z 310.10).

2.2. Physical measurements

             FT-IR spectra of the Schiff base and zinc-Schiff base were recorded with a FTIR-

8400S SHIMADZU spectrophotometer (Shimadzu, Kyoto, Japan) from 400 to 3600 cm–1 with 

KBr pellet. 1H and 13C NMR spectra of the Schiff base ligand (HL) were measured on a 

Bruker Advance 400 MHz spectrometer (Bruker, Massachusetts, USA) in CDCl3 at 298 K. 

Steady-state absorption and other electronic bands were recorded with a JASCO V-730 UV-

Vis spectrophotometer (Jasco, Tokyo, Japan). Electrospray ionization (ESI) mass spectrum 

zinc-Schiff base was recorded using a Q-tof-micro quadruple mass spectrometer. Elemental 

analyses were performed on a Perkin Elmer 2400 CHN microanalyser (Perkin Elmer, 

Waltham, USA). X-band EPR spectrum was recorded with a Magnettech GmbH MiniScope 

MS400 spectrometer (equipped with temperature controller TC H03, Magnettech, Berlin, 

Germany).

2.3. Crystal structure determination and refinement 

        A Rigaku XtaLABmini diffractometer equipped with Mercury 375R (2×2 bin mode) 

CCD detector was employed to collect the X-ray diffraction data for zinc-Schiff base. The 

data were collected with graphite monochromated Mo-Kα radiation (λ=0.71073 Å) at 298 K 

using  scans. The data were reduced using CrysAlisPro 1.171.39.35c [35] and the space 

group determination was done using Olex2. The structure was resolved by dual space method 

using SHELXT-2015 [36] and refined by full-matrix least-squares procedures using the 

SHELXL-2015 [37] software package through OLEX2 suite [38]. All hydrogen atoms were 

geometrically fixed.

2.4. Hirshfeld surface analysis of zinc-Schiff base complex

      Hirshfeld surfaces and 2D fingerprint plots for the zinc-Schiff base complex were 

generated employing Crystal Explorer 17.5 [39] progam to understand the involvement of 

intermolecular interactions in crystal packing. The function, dnorm is used to find out the ratio 

of the distances of any surface point to the nearest interior (di) and exterior (de) atom and the 
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van der Waals radii of the atoms [40,41]. The normalized contact distance (dnorm) is expressed 

as

                                                                                                          ...(1)

Where, re
vdW and ri

vdW denote the corresponding van der Waals radii of atoms. The details of 

analysis can be obtained elsewhere [39-41].

2.5. 4-methylcatechol oxidation study

       The oxidation of 4-methylcatechol (4-MC) was carried out by addition of 1×10−4 M 

solution of zinc complex with 1×10−2 M of 4-MC solution in methanol. The course of catalysis 

was performed under aerobic conditions. The wavelength scans of catalytic oxidation were 

monitored through a UV-Vis spectrophometer with an interval of 8 minutes for 2h from 200-

700 nm [10,11,17-20,42-44]. 

     Kinetic experiments were performed with a spectrophotometer and kinetic parameters were 

analysed to understand the course of 4-MC oxidation by this zinc-Schiff base in MeOH [17-

20]. 0.04 mL 1×10–4 M of zinc-Schiff base solution was treated with 2 mL of 4-MC with a 

variation of its concentration from 1×10–3 M to 1×10–2 M in order to achieve the final 

concentration of zinc-Schiff base as 1×10–4 M.  The catalytic conversion of 4-MC was 

monitored with the progress of time at 409 nm (time scan) in MeOH [42-46]. All the kinetic 

experiments were performed in triplicate. 

The extraction of purified oxidation product of PPO has remained difficult because of 

irreversible binding of high phenolic content in purification steps. Different scientists showed 

different way of extraction for catechol oxidation product, o-quinone. Suyama and group [45] 

extracted the oxidation product of 4-MC as 4-methyl-o-quinone (4MQ) in treatment with n-

butylamine under oxygen saturated environment. In general, amines preferably attack the 

oxidized catechols by either Michael-type addition or through formation of a Schiff base [46]. 

In 2018, we were successfully isolated the single crystals of 3,5-di-tert-butyl-o-quinone in 

association with the hydrogen bonded catechol in non-aqueous medium [14]. In this 4-MC 

oxidation, the red coloured product was isolated employing column chromatography with n-

hexane-diethyl ether solvent mixture (9:1, v/v). The identification of the product was 

confirmed by a comparison of spectral data between the extracted compound and reported 

vdw
e
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compound. 1H NMR data for 4-methyl-o-quinone, (CDCl3, 400 MHz,) H: 6.76 (m, 1H), 6.64 

(d, 1H), 6.52 (d, 1H), 2.18 (s, 3H). 

2.6. Electro-chemical analysis

        BASi Epsilon-EC was employed to carry out the for cyclic voltammetric experiments in 

CH2Cl2 solutions containing 0.2 M tetrabutylammonium hexafluorophosphate as supporting 

electrolyte. The BASi platinum working electrode, platinum auxiliary electrode, Ag/AgCl 

reference electrode were used for the measurements.

2.7. Clinical bacterial cultures and culture media

The antimicrobial property of the zinc-Schiff base was examined against few clinical 

pathogenic bacteria like Bacillus SP, Enterococcus and E. coli. Clinical Microbial cultures 

were procured from government medical college from Tiruchirappalli, Tamil Nadu. Muller-

Hinton agar media of Himedia Pvt. Bombay, India was used for the media for the microbial 

test. The antibacterial activity was evaluated by using the Himedia zone reader.

2.7.1. Inoculums preparation

The collected clinical pathogens, Bacillus SP, Enterococcus and E.coli were inoculated 

individually in 5 mL of sterile nutrient broth (NB) media and incubated at 37°C for 24h.  

Thereafter, 200 µL of the fresh culture of organisms was dispensed into 30 mL sterile nutrient 

broth and incubated 24 h to standardize the bacterial culture to 108 CFU/ml (colony forming 

units). 

2.7.2. Agar well diffusion method (Kirby-Bauer method)

         The bactericidal activity of the synthesized zinc-Schiff base compound and a standard 

marketed drug (Amikacin, 100 mg/2mL) was studied initially by using agar well plate method 

[47]. Bacillus SP, Enterococcus and E.coli inoculums were prepared by using sterile nutrient 

broth media. Mueller Hinton agar double strength media were made by autoclaving 760 mg in 

100 mL. Standardized inoculums inoculate the test microorganisms on the Mueller Hinton 

agar plates by using sterile cotton swabs. Four 8 mm diameter agar wells were prepared using 

sterile cork-borer, and 100µL (50 mg/mL) zinc-Schiff base complex and Amikacin 5 µL (10 

mg/mL) were placed on agar well using micropipette under aseptic conditions. Sterile water 

used as a negative control.  Agar plates were incubated for 30 min in the refrigerator to diffuse 

the formulation into the agar, and finally, plates were incubated at 37˚ C for 24 h. 

Antibacterial activity was evaluated by using the Himedia zone reader.
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Preparation of stock solutions for MIC

Weight of the powder (mg) =

Volume of solution (mL) × Concentration (mg/L)
The potency of powder (mg/g)

2.7.3 Determination of MIC and MBC for zinc-Schiff base against clinical bacillus SP

            The method of micro-dilution was used to establish the antibacterial potential of the 

zinc-Schiff base and respective controls. A spectrophotometer (OD595 = 0.22) equivalent to 

108 CFU/mL was used to fix the bacterial cultures to 0.22 optical density at 595 nm. Different 

concentrations of zinc-Schiff base (100, 50, 25, 12.5, 6.25 mg/mL) and standard drug (50, 25, 

12.5, 6.25, 3.125, 1.5625 mg/mL) were added in 2 mL MIC tubes as the respective controls. 

100 μL of the zinc-Schiff base solutions were added to each MIC test tube. MIC tubes were 

incubated overnight at 37 °C for 24 h. 

2.7.4 Antimicrobial activity of zinc-Schiff base with field emission scanning electronic 

microscope (FESEM) and energy dispersive X-ray analysis (EDAX)

     The area showing an inhibition against the clinical Bacillus SP pathogen on the MHA plate 

was removed by cutting agar, fixed by soaking in 2 % glutaraldehyde in cacodylate buffer 0.1 

M for 60 min [48]. The samples were washed with 0.1 M cacodylate buffer and added in 

triplicate for successive 60 min wash.  Samples were placed in a freshly prepared cold 

cacodylate buffer for transportation into the laboratory for FE-SEM and EDAX.

3. Results and discussion

3.1. Synthesis and formulation of the Schiff base (HL) and zinc-Schiff base complex

              The Schiff base was obtained from the condensation between salicylaldehyde with o-

anisidine under reflux (Scheme 1). The synthetic route of zinc-Schiff base is presented in 

Scheme 1. The zinc complex was synthesized by portionwise addition of hydrated zinc(II) 

chloride to HL in aq.-methanol medium with slow thermal agitation on a magnetic stirrer. The 

mole ratio between zinc chloride and HL was varied to examine the variation in molecular 

composition, although the molecular formulation was determined as [Zn(HL)2Cl2] for every 

reaction. The single crystals of zinc-Schiff base were obtained employing slow evaporation 

technique at room temperature. The zinc complex was soluble in methanol, chloroform etc. 
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Scheme 1. Synthetic procedure of 1

3.2. Description of crystal structure and Hirshfeld surface analysis of zinc complex

              Crystal structure analysis reveals that the zinc-Schiff base complex crystallizes in a 

triclinic system with P1 space group. The thermal ellipsoids of the zinc complex are shown in 

Fig. 1. The crystal structure refinement parameter for this zinc-Schiff base complex is 

presented in Table 1. The metal centric bond distances and bond angles are presented in Table 

2. The crystal structure of zinc-Schiff base complex looks very interesting in which two 

azomethine-Ns of the HL abstract two protons from phenolic-OH and lead to zwitter ionic 

form of the Schiff base. This phenomenon prohibits the chelation property of the Schiff base 

ligand and thereby HL behaves as a simple monodentate ligand instead of tridentate chelating 

ligand towards Zn(II) ion. The zinc centre in the crystal structure exists in distorted tetrahedral 

coordination geometry.  The Schiff base may be considered as a zwitter ion since it contains 

equal number of positively- and negatively-charged functional groups. This zwitter ionic form 

of HL facilitates the mono-coordination of phenoxo-O to ZnCl2 leading to a tetrahedral 

structure. Two HL units in association with two chlorides coordinate with Zn(II) ion to form 

tetracoordinate zinc complex. The methoxy group attached to phenyl ring in the Schiff base 

remains non-reactive in the complex formation. The formation of tetrahedral geometry was 

further evident from the values of metal centric bond angles [Cl1-Zn1-Cl2, 124.59(5)º; Cl1-

Zn1-O2, 104.69(9)º; Cl1-Zn1-O3, 104.42(10)º; Cl2-Zn1-O2, 103.97(10)º; Cl2-Zn1-O3; 

103.73(9)º; O2-Zn1-O3, 116.31(12)º]. The average bond angle value around zinc(II) centre 

was estimated as 109. 61º which deviates little from ideal tetrahedral geometry. 

            Hirshfeld surface analysis of zinc-Schiff base was carried out using dnorm calculation 

with Crystal Explorer software (Fig. S6). Red highlighted areas represent dnorm area as well as 

supramolecular interactions of 1 with its neighbouring zinc complex units. The elemental 

contribution of each element with % share in close interaction with others is expressed in 

Table S1. In the dnorm, blue areas are showing the engagement of π…π interactions between 
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phenyl centroid of the Schiff base while red area highlights intermolecular C-H…Cl 

interactions and displays in Fingerprint plots (Fig. S7).  Self-assembled architecture for the 

zinc complex displayed important C-H…Cl interactions which help to develop a 3D 

supramolecular structure (Fig. S8). Moreover, π…π interactions between the phenyl centroids 

of the HL provide additional strength to the 3D architecture (Fig. S9, Table S2). Previously, a 

crystal structure of zinc complex [ZnLCl2] containing a different Schiff base, L = 4-methyl-

2,6-di[(S)-(+)-1-phenylethylimino methyl]phenol}was reported by Das et al. [24] Although 

we found the CIF of that structure in SI file; however we didn’t find the CCDC number of the 

CIF in the published paper as well as in CCDC. That zinc(II) complex crystallized in 

orthorhombic system with P212121 space group and produced supramolecular helices through 

C-H…Cl interaction [24]. In that case, a N,O,N type tridentate Schiff base was 

monoprotonated to one azomethine-N and behaves as a bidentate chelator towards Zn(II) ion. 

However, in our case, the Schiff base is a O,N,O-type ligand which exists in a zwitter ionic 

form and act as a monodentate ligand towards Zn(II) ion. The zinc complex crystallizes in 

triclinic system with P1 space group and forms a 3D architecture employing C-H…Cl and π…π 

interactions in the crystalline phase (Fig. S8, Fig. S9, Table S2). The reported value for C-

H…Cl hydrogen bond by Das et al. [24] was larger (3.665 Å in length) than that of the value in 

the self-assembled architecture in our synthetic zinc complex. The values of C-H…Cl H-

bonding are of comparable range with the reported values [49,50].

3.3. Solution behaviour of the zinc-Schiff base complex

       The zinc-Schiff base shows good solubility in methanol (MeOH). The zinc complex 

exhibits characteristic electronic transitions at 230, 269 and 344 nm which are very close to 

the electronic transitions of the Schiff base (230, 270 and 346 nm). The electronic spectra for 

HL and zinc complex are displayed in Fig. S2.  The electronic bands of zinc(II) complex at 

230 and 269 nm are assignable to n→π* and π→π* transitions of azomethine origin [14,17-

20] and the optical band at 344 nm may be attributed as intra-ligand electronic transition [17-

20,51]. 

3.4. 4-methylcatechol oxidation study of the zinc-Schiff base complex

      The catalytic oxidation of 4-methylcatechol (4-MC) was studied by addition of catalytic 

amount of zinc-Schiff base to 100 fold of 4-MC under aerobic atmosphere at 25°C (Scheme 

2). 
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Scheme 2. Catalytic oxidation by polyphenol oxidase (PPO) 

           The changes of absorbance upon addition of zinc complex to 4-MC solution were 

observed with a UV–Vis spectrophotometer. The nature of spectral change in the course of 

catalysis was monitored for 1h with 8 min interval (Fig. 2). Upon addition of 1×10-4 M zinc-

Schiff base solution to 1×10-3 M solution of 4-MC in MeOH, a new electronic band at 409 nm 

with a red shift of ~16 nm was developed. This development of the electronic band at 409 nm 

was a definite signature for the production of 4-methyl-o-benzoquinone species in solution 

(Fig. 2) [14,18,20,42-44]. Controlled experiment was also performed in presence of catalytic 

amount of HL under identical reaction set up. No significant changes of electronic bands have 

been observed for 2h in the course of catalysis. This phenomenon accounts on about the non-

functional activity of HL in the catalytic oxidation of 4-methylcatechol.   

        The kinetics for the catalytic oxidation of 4-MC was studied following Michaelis–

Menten model of saturation kinetics and the method of initial rates was applied to find out the 

kinetic parameter. 

The Michaelis–Menten equation is expressed as: 

                                                          ………(2)

Where, V indicates the velocity of reaction (rate of the reaction), Km expresses the Michaelis–

Menten constant, Vmax presents the maximum reaction velocity, and [S] is the 

substrate concentration. The growth of 4-methyl-o-benzoquinone species was monitored at 

409 nm with the function of time [14,18,20,34,35,41]. The profile of kinetics was plotted rate 

constants vs. substrate concentration (Fig. S10). The values of kinetics parameters were 

determined as Vmax(MS-1) = 4.0310-3; KM = 1.3810-3 [Std. Error for Vmax (MS-1) = 4.8110-

4; Std. Error for Km (M)= 5.5310-4]. A comparison of KM values towards the oxidation of 4-

MC by the zinc-Schiff base as well as in natural sources is summarized in Table 3 [52,53]. 

The zinc-Schiff base catalyzed the oxidation of 4-MC under aerobic atmosphere with high 

efficacy, kcat/KM = 1.05×106 h-1. 

V max

KM

[S]
V =

[S]+

https://en.wikipedia.org/wiki/Michaelis%E2%80%93Menten_constant
https://en.wikipedia.org/wiki/Michaelis%E2%80%93Menten_constant
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3.5. Mechanistic studies on 4-methylcatechol oxidation 

The electrochemical potentials of the zinc-Schiff base in absence and presence of 4-MC 

were studied with cyclic voltammetry in CH2Cl2 at 295 K. The redox potential data 

referenced to ferrocenium/ferrocene (Fc+/Fc) couple are summarized in Table S3.  The 

cyclic voltammograms of zinc complex and its reaction mixture with 4-MC are 

illustrated in Fig. 3. In the cyclic voltammogram of zinc-Schiff base, two reversible 

anodic peaks at 0.064 V and 0.421 V were developed for the oxidation of two 

phenoxide ion in two Schiff base ligands which are assignable to phenoxide/phenoxide 

radical (O−/O•−) redox couple in the solution. The zinc-Schiff base didn’t exhibit any 

cathodic peak indicating the stable +2 oxidation state of zinc ion.  The electrochemical 

potential plots of the reaction mixture of zinc complex with 4-MC exhibits one 

reversible anodic wave at -0.55 V and one irreversible cathodic peak at -1.33 V. The 

appearance of anodic peak is due to oxidation of 4-methylcatechol to 4-methyl-o-

benzosemiquinone (cat/sq•−) and the irreversible cathodic wave is attributed to the 

reduction of Zn2+ to Zn (Zn2+/Zn). Thus, electrochemical analysis ensures the active 

participation of zinc-Schiff base and facilitates the oxidation process of catechol to 

benzo-semiquinone radical formation. Therefore, zinc complex exhibits metal mediated 

polyphenol oxidase activity through the radical pathway.

EPR studies were further investigated to consolidate the electrochemical observations in the 

course of catalytic oxidation of 4-MC in CH2Cl2. To unveil the mechanistic insights, we have 

recorded the EPR spectrum of the zinc-Schiff base in presence of 4-MC in CH2Cl2 medium 

(Fig. 4). The EPR spectrum of zinc complex in presence of 4-MC at room temperature 

produced a characteristic signal for the development of organic radical at g ca 2.001 which 

strongly suggests that the course of catalysis was driven by generation of radical species (Fig. 

4). The g value for oxidised 3,5-ditertbutylcatechol was previously reported as 2.0051 in 10-1 

M Bu4NPF6 [14,54,55].  Scheme 3 presents the plausible mechanistic pathway for the course 

of catalytic oxidation of 4-MC.
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Scheme 3. Plausible mechanism for the catalytic oxidation of 4-MC

Therefore, based on the experimental outcomes of spectrophotometric titration, 

electrochemical analysis and electron paramagnetic measurement it may be portrayed that 4-

MC initially binds with zinc-Schiff base (enzyme) complex to generate enzyme-substrate (ES) 

adduct with concurrent development of benzo-semiquinone radical. The zinc centre thereby 

supplies electron to antibonding molecular orbital of oxygen molecule to facilitate the 

production of o-benzoquinone product with returning back to ES along with the production of 

hydrogen peroxide. Noteworthy, if the course of 4-MC oxidation runs for longer time, there is 

every possibility to progress polymerisation reaction of 4-MC. To the best of our knowledge, 

our synthetic zinc-Schiff base complex will be the first zinc-Schiff base complex which 

exhibits 4-MC oxidation activity in scientific literature.

3.6. Antibacterial activity

      The study of the antibacterial activity of zinc-Schiff base was initially determined by the 

method of well diffusion against clinical Bacillus SP, Enterococcus, and E.coli. The results of 
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the inhibition zone diameters shown in Table S4. The bactericidal efficacy of the zinc-Schiff 

base on Bacillus SP Minimum was evaluated in terms of the estimation of minimum 

inhibitory Concentration (MIC) and minimum bacterial concentration (MBC) (Table S5). The 

MIC and MBC values were obtained as 50 and 25 mg/mL respectively against Bacillus SP 

strain. 

According to scientific literatures the mechanism for the destruction of cell membranes of 

microbial species is well established. It is experimentally proved that the generation of 

reactive oxygen species (ROS) remains the driving force to cause oxidative stress and leads to 

the damage of cell membrane and DNA. This phenomenon actually destroys 

microbial/bacterial species and prevents the growth of microbes effectively (Scheme 4).  

Scheme 4. Zinc-Schiff base induced cell membrane destruction mechanism for Bacillus SP

In the context of evaluation of bactericidal activity of this zinc-Schiff base against few 

pathogenic bacteria, Zn2+ ion interacts with the enzyme, amino acids and proteins in bacteria. 

The specific interaction between zinc ion and cell membrane through electrostatic forces 

destroy the plasma membrane and cause leakage of intracellular material (Scheme 4). Herein, 

zinc ion prefers stronger interactions with the amino acids and proteins in bacteria and 

decomposition of coordination environment of the Zn(II) ion covered by two units of Schiff 

bases is actually occurred. Though the Schiff base contains three donor centres and should be 

behaved as a tridentate chelator, however in reality the Schiff base acts as a simple 

monodentate ligand towards Zn(II) ion. Self-protonation of the Schiff base diminishes its 

chelation property and prefers stronger interactions with the amino acids / proteins in bacteria. 
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In our previous work, we studied the bactericidal effect of a mononuclear copper(II)-Schiff 

base complex containing this same Schiff base [10]. The comparison of MIC values clearly 

indicates that this zinc complex shows an excellent activity compared to that of the copper(II)-

Schiff base complex. Previously, Keypour et al. and Das et al. synthesized different metal 

complexes using polydentate Schiff base ligands and studied their antibacterial effect towards 

different gram positive and gram negative bacteria [56,57]. Their zinc-Schiff base compounds 

developed good inhibition zone and MIC values against the bacterial species compared to our 

synthesized zinc-Schiff base complex (Table S4 and Table S5). We also studied the 

antibacterial effect of Amikacin under identical experimental conditions. Amikacin is a 

medically recommended antibiotic used for a number of bacterial infections.  Truly, this zinc-

Schiff base exhibits little activity compared to that of Amikacin (Table S4 and Table S5). 

Most strikingly, we were able to detect the presence of 1.44% zinc in the chosen zone of 

inhibition and it was confirmed by energy dispersive X-ray (EDAX) analysis which portrayed 

the area in a quantitative manner (Fig.S11). This is a rare observation in the study of 

bactericidal activity and portrays a real promise for the future development of antibacterial 

agents. Fig. 5 displays the electron microscope scan image which shows the morphological 

changes in the multiplication of clinical bacillus SP at zone inhibition site and a clear 

indication of destruction of the bacterial cell membrane. 

4. Conclusions                                                                                                                                                                                                                      
     This present study reports the synthesis, crystal structure, supramolecular architecture, 

bactericidal activity and bio-mimics of 4-MC oxidation of a newly developed zinc-Schiff base 

complex, [Zn(HL)2Cl2]. Crystal structure analysis reveals that Zn(II) centre adopts a distorted 

tetrahedral geometry. More captivatingly, the tridentate chelator actually exists in zwitter ionic 

form and behaves a monodentate ligand towards zinc ion. The zinc complex exhibits good 

bio-mimicking activity towards the oxidation of 4-MC with turnover number, 1.45×103 h–1. 

The electrochemical potential analysis of the zinc complex in presence and absence of 4-MC 

ensures the production of 4-methyl-o-benzosemiquinone (cat/sq•−) with an active involvement 

of zinc(II) centre to facilitate the formation of benzo-semiquinone radical. Further, EPR 

studies confirm the generation of radical species in the course of catalytic oxidation of 4-MC. 

To the best of our knowledge, our synthetic zinc-Schiff base complex will be the first report to 

exhibit 4-MC oxidation activity in scientific literature. The scanning electron microscopy 

images indicate the destruction of bacterial cell membrane and energy dispersive X-ray 
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spectrum confirmed the existence of 1.44% zinc in the cell membrane. The incorporation of 

zinc by the bacterial cell will certainly bring some new light in designing future antimicrobial 

agents of good promise.

Supplementary data
     Supplementary crystallographic data are available free of charge from The Director, 

CCDC, 12 Union Road, Cambridge, CB2 1EZ, UK (fax: +44-1223-336033; E-mail: 

deposit@ccdc.cam.ac.uk or www: http://www.ccdc.cam.ac.uk) upon request, quoting 

deposition number CCDC 2020846. Experimental information such FT-IR, UV-Vis, 1H & 13C 

NMR, ESI mass spectra, rate vs. [substrate] plot, Hirshfeld surface plot, bond distance & bond 

angle parameters, redox potential data etc are given here.
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Table 1. Crystallographic data and structure refinement parameters for zinc-Schiff base

Parameters         1

Empirical formula C28H26Cl2N2O4Zn

Formula weight 590.78

Temperature (K) 298

Crystal system Triclinic

Space group P-1

a (Å) 9.2904(4)

b (Å) 10.6979(4)

c (Å) 14.9283(4)

α 94.357(3)

β 97.159(3)

γ 114.451(4)

Volume (Å3) 1326.67(10)

Z 2

ρ (gcm–3) 1.479

μ (mm–1) 1.164

F (000) 608

Rint 0.083

θ ranges (º) 2.4-32.9

Number of unique reflections 9032

Total number of reflections 24064

Final R indices (R1 and wR2) 0.0603, 0.1919

Largest peak and hole (eA˚-3) 0.67, -0.60
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Table 2. Bond angles and bond distances value of zinc-Schiff base complex

Bond distances (Å)

Zn1-O2

Zn1-O3

1.981(3)

1.979(3)

Zn1-Cl1

Zn1-Cl2

2.2344(15)

2.2369(15)

Bond angles (º) O11-Fe2-O3 94.9(3)

Cl1-Zn1-Cl2

Cl1-Zn1-O2

Cl1-Zn1 -O3

124.59(5)

104.69(9)

104.42(10)

Cl2-Zn1-O2

Cl2-Zn1-O3

O2-Zn1-O3

103.97(10)

103.73(9)

116.31(12)

Table 3. Comparison of KM values for catalytic oxidation of 4-MC in natural sources and by 

zinc-Schiff base complex (4-Methylcatechol = 4-MC)

Source Substrate with 
higher affinity

Km

(mM)
Optimum

pH
Optimum

Temperature 
(ºC)

References

Apple 
(cv.Amasya)

4-MC
Catechol

3.1
34.0

7 15 [53]

Apricot 4-MC 5–5.5 25 [52]
Artichoke 4-MC 

Catechol
10.2
12.4

6 25 [53]

Banana 
(cv.Anamur)

Catechol 8.5 7 30 [53]

Cherry 4-MC 4.5 [52]
Cucumber Catechol 7 [53]
Eggplant 4-MC 5–6.5 [53]

Litchi 4-MC 10 7.4 70 [53]
Longan 4-MC 6.5 35 [53]
Olive 4-MC 5.5–7.5 [53]
Peach 4-MC 5 [52]
Plum 4-MC 4–5.5 [52]

[Zn(HL)2Cl2] 4-MC 1.3810-3 5.5 27 This work



21

Figure 1. X-ray structure of the zinc-Schiff base complex with 30% ellipsoid probability

Figure 2. Rise of new electronic band at 409 nm after treatment of zinc complex to 4-MC in 

MeOH with a time interval of 8 mins. Inset: Time vs Absorbance plot at defined wavelength
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Figure 3. Left: Cyclic voltammogram of the zinc complex in anhydrous DCM medium; 

Right: Cyclic voltammogram of zinc complex in presence of 4-MC under molecular oxygen 

atmosphere in anhydrous DCM in CH2Cl2 (0.20 M [N(n−Bu)4]PF6) at 295 K.    

Figure 4.   X-band EPR spectrum of 4-MC in presence zinc complex after 10 mins.
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Figure 5. Electron microscope scans showing morphological changes in pathogenic bacteria. 

A: Zinc complex induced destruction of the bacterial cell membrane (MIC) and B: 

morphological change of bacterial cell (MBC)
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This research work demonstrates the synthesis, crystal structure, supramolecular architecture, 

4-methylcatechol oxidation and bactericidal activity of a newly designed zinc complex 

containing a protonated Schiff base of zwitter ion type. 

 

Highlights

 Synthesis and crystal structure of  a tetrahedral zinc-Schiff base complex

 Schiff base gets protonated to exhibit monodentate behaviour 

 The zinc complex exhibits good efficiency towards the bio-mimetic oxidation of 4-

methylcatechol 

 Radical driven catalytic activity has been observed. 
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 Shows good bactericidal activity with 1.44% presence of zinc in cell membrane of bacteria
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Nickel(II) di-aqua complex containing a water
cluster: synthesis, X-ray structure and catecholase
activity†

Madhusudan Shit,ab Suvendu Maity,a Sachinath Bera,a Prafullya Kumar Mudi,c

Bhaskar Biswas,c Thomas Weyhermüllerd and Prasanta Ghosh *a

A trans-diaquanickel(II) complex of the type [(L2�)NiII(H2O)2]�nH2O (1�nH2O) was isolated, where LH2 is

(E)-2-(2-((2-hydroxyphenylimino)methyl)phenoxy)acetic acid (LH2), a tetradentate ligand. The molecular

geometry of 1�nH2O was confirmed by single crystal X-ray structure determination. It is observed that in

the crystal, coordinated water, bulk water and ligand oxygen atoms form six membered water clusters

by OH� � �H interactions. 1�nH2O has emerged as a catalyst for the oxidation of 3,5-di-tert-

butylcatecholto 3,5-di-tert-butyl-o-benzoquinone with a turnover number (kcat) of 4.46 � 102 h�1 in

CH3OH. During oxidation, the coordination of catechol to the nickel(II) centre and the formation of an

o-benzosemiquinone intermediate were confirmed by a nickel based EPR signal, ESI mass spectrometry

and UV-vis spectra. 1�nH2O exhibits an irreversible anodic peak at 0.83 V versus the Fc+/Fc couple due

to the phenoxyl/phenolato redox couple, authenticated by DFT calculations.

Introduction

Transition metal aqua complexes act as precursors of metal
promoted organic transformations in vivo and in vitro. The
usefulness of these complexes is in exploring water exchange
kinetics, tuning of the acidity of the coordinated water and redox
potentials of the complexes containing aqua ions, coordination
catalysts, proton coupled redox reactions and epoxidation of
different alkenes.1 It should be mentioned that iron and ruthe-
nium aqua complexes were widely used as redox catalysts for the
oxidation of various organic and inorganic species.2 In this
context, several transition metal aqua complexes were synthe-
sized and characterized; however, aqua complexes of nickel
containing water clusters are very few.3

Theoretical and experimental studies of water clusters to
elucidate the structure and characteristic features of water and
ice4 are worth performing. Water clusters have an important

role to stabilize the supramolecular system both in the solid
and solution state.5 Therefore, it is necessary to understand
how water molecules can influence aggregation to form supra-
molecular structures. The void space provided by organic
ligands can accommodate discreet water molecules and help
to build the metal organic framework.6 It was reported that host
water molecules present in molecular cavities, channels and
layers help to form supramolecular solids through hydrogen
bonding.7

Design of transition metal complexes that exhibit catecholase
activity is significant in chemical science. One of the simplest
realizations of such modelling is to introduce a poly-dentate
hemilabile ligand to the metal centre or weaker co-ligands with
stronger chelating ligands. In the second option, the weakly
binding ligand can reversibly de-coordinate, producing vacant
sites around the transition metal ion. In this investigation the
same is presented as a catalyst for catechol oxidation.8 Notably,
the coordinated ligand environment also plays a key role in
making an active catalyst. Aryloxyacetic acid derivatives exhibit
several medicinal activities like antimycobacterial, antiinflam-
matory, antioxidant, antibacterial, analgesic, antisickling, antil-
ipaemic, antiplatelet, etc.9

In this work an octahedral nickel(II) complex containing a
stronger chelating ligand and two weaker water ligands has
been synthesized. The particular complex isolated is [(L2�)NiII

(H2O)2]�nH2O (1�nH2O) where L2� is (E)-2-(2-((2-oxidophenyl-
imino)methyl)phenoxy)acetate. From the crystal structure it is
evident that the water molecules lie trans to each other and water
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present in the bulk forms a six membered water cluster along with
the ligand oxygen atoms through hydrogen bonding. 1�nH2O
exhibits catecholase activity with a good turnover number and it
compares well with a few other nickel(II) complexes exhibiting
catecholase activity.10 The geometry of 1 is shown in Chart 1.

Experimental section
Materials and physical measurements

o-Aminophenol (AP) salicylaldehyde, chloroacetic acid, 3,5-di-
tert-butylcatechol (3,5-DTBC) and hydrated nickel(II) acetate
were purchased from commercial suppliers and used without
further purification. 2-(2-Formylphenoxy)acetic acid was pre-
pared using a reported procedure.11 Spectroscopic grade sol-
vents were used for spectroscopic and electrochemical
measurements. The C, H, and N contents of the compounds
were obtained using a PerkinElmer 2400 Series II elemental
analyzer. The elemental analyses were performed after evapo-
rating the solvents under a high vacuum. Infrared spectra of the
samples were measured from 4000 to 400 cm�1 with KBr pellets
at 295 K on a PerkinElmer Spectrum RX 1 Fourier transform
infrared (FT-IR) spectrophotometer. Electrospray ionization
(ESI) mass spectra were obtained using an LCMS 2020 mass
spectrometer. Thermogravimetric analysis was performed on a
PerkinElmer Pyris Diamond TG/DTA in the temperature range
between 30 1C and 600 1C under a nitrogen atmosphere at a
heating rate of 12 1C min�1. Electronic absorption spectra of
the solutions of the complexes were recorded on a PerkinElmer
Lambda 750 spectrophotometer in the range of 3300–175 nm.
Spectrophotometric titration and kinetics measurements were
made with a JASCOmodel V-730 UV-vis spectrophotometer. The
electro-analytical instrument BASi Epsilon EC was used for
cyclic voltammetry experiments in acetonitrile containing
0.2 M tetrabutylammoniumhexafluorophosphate as a supporting
electrolyte. A BASi platinum working electrode, platinum auxiliary
electrode, and Ag/AgCl reference electrode were used for the
measurements. The redox potential data were referenced to the
ferrocenium/ferrocene, Fc+/Fc, couple.

Syntheses

[(L1
2�)NiII(H2O)2] (1). To (E)-2-(2-((2-hydroxyphenylimino)methyl)

phenoxy)acetic acid (LH2) (68 mg, 0.25 mmol) in a round

bottom flask, MeOH (20 mL) was added and heated at 325 K
for 15 min. It was cooled at RT, filtered and collected in a
beaker. To this solution a solution of hydrated Ni(OAc)2 (62 mg,
0.25 mmol) in CH3OH (10 mL) was added. The reaction mixture
was allowed to evaporate slowly in air. After 5–7 days, crystals of
1 separated out, which were collected upon filtration and dried
in air. Yield: 68 mg (B75% with respect to nickel). Mass
spectral data [electrospray ionization (ESI) positive ion,
CH3OH]: m/z 362 for [1]+ (Fig. S1, ESI†). Elemental analysis:
anal. calcd for C15H15NO6Ni: C, 49.50; H, 4.15; N, 3.85; found:
C, 48.92; H, 4.05; N, 3.80. IR/cm�1 (KBr): n 3412(s), 2926(m),
1656(s), 1601(m), 1475(s), 1400(s), 1384(s), 1291(m), 1276(s),
1255(m), 1220(m), 1130(m), 1022(s), 950(m), 833(s), 754(m),
735(s) (Fig. S2, ESI†).

Single crystal X-ray structure determinations of the complexes
(CCDC 2040401)†

Dark single crystals of 1 were picked up with nylon loops and
mounted on a Bruker AXS Enraf-Nonius Kappa CCD diffracto-
meter equipped with a Mo-target rotating-anode X-ray source
and a graphite monochromator (Mo Ka, l = 0.71073 Å). Final
cell constants were obtained from least-squares fits of all
measured reflections. Intensity data were corrected for absorp-
tion using intensities of redundant reflections. The structure
was readily solved by direct methods and subsequent difference
Fourier techniques. The Siemens SHELXS-9712a software pack-
age was used for solution, and SHELXL-9712b was used for the
refinement and XS. Ver. 2013/1,12c XT. Ver. 2014/412d and XL.
Ver. 2014/712e were used for the structure solution and refine-
ment. All non hydrogen atoms were refined anisotropically.
Hydrogen atoms were placed at the calculated positions and
refined as riding atoms with isotropic displacement parameters.

Catalytic oxidation of 3,5-DTBC

The catecholase activity of 1 was studied by addition of a 1 �
10�4 M solution of 1 to 100 equiv. of 3,5-di-tert-butylcatechol
(3,5-DTBC) in MeOH in air at room temperature. The absorp-
tion features of the mixture in the wavelength range of 300–
800 nm at an interval of 8 min for 2 h confirm the oxidation of
3,5-DTBC. Kinetic experiments were also carried out spectro-
photometrically following reported procedures.13–15 0.04 mL of
1 � 10�4 M 1 was added to 2 mL of 3,5-DTBC of a particular
concentration (varying its concentration from 1� 10�3 M to 1�
10�2 M) to attain a final concentration of 1 of 1 � 10�4 M. The
dependence of the rate on the concentration of 3,5-DTBC was
determined by kinetic analyses and all the measurements were
performed in triplicate.

Density functional theory (DFT) calculations

All calculations reported in this article were done with the
Gaussian 03W16 program package supported by GaussView 4.1.
The DFT17 calculations were performed at the level of the Becke
three parameter hybrid functional with the nonlocal correlation
functional of Lee–Yang–Parr (B3LYP).18 The gas-phase geome-
try of 1 was optimized with a triplet spin state, while 1+ was
optimized with a doublet spin state, using Pulay’s Direct

Chart 1 Geometry of 1.
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Inversion19 in the Iterative Subspace (DIIS) ‘‘tight’’ convergent
self consistent field procedure20 ignoring symmetry. All the
calculations were performed with the LANL2DZ basis set21

along with the corresponding effective core potential (ECP)
for nickel, 6-31+G*(d,p)22 basis set for C, O, and N atoms,
and 6-31G23 for H atoms.

Results and discussion
Syntheses and characterization

The reaction of Ni(OAc)2 with LH2in MeOH affords 1�nH2O in good
yields. Details of the synthesis are outlined in the experimental
section. The IR spectrum of 1�nH2O displays a broader absorption
band at 3412 cm�1 due to H2O and a band at 1022 cm�1 indicates
the presence of an ethereal bond in the complex. The absorption
bands at 2926 cm�1 and 1601 cm�1 are attributes of the coordi-
nated –COO� group and a band at 1656 cm�1 arises due to the
CQN stretching vibration.

Single crystal X-ray crystallography

The crystallographic data of 1�nH2O is summarized in Table 1. 1�
nH2O crystallizes in the P%1 space group. The molecular structure
of 1 in crystals and the atom labelling schemes are illustrated in
Fig. 1. Selected bond parameters are summarized in Table 2. L2�

in this case acts as a tetra-dentate ligand and makes a NiN2O2

square plane and two water molecules coordinating at the axial
positions form an octahedral geometry. The Ni–H2O lengths are
2.061(3) and 2.045(3) Å. The Ni–Ophenolato, Ni–Oacetate and
Ni–Oether bond lengths are 2.008(3), 2.033(3) and 2.097(3) Å,
respectively. The increasing order of the Ni–O bond lengths

predicts that the charge density over the oxygen atom decreases
as phenoxide 4 acetate 4 ether where phenoxide is mono
negative, acetate is delocalized mono negative and ether is
neutral coordinated to the nickel(II) ion. The two C–O bonds of
the acetate group are the same, authenticating that the negative
charge is delocalized. The CQN length is 1.277(6) Å.

In the crystal the coordinated water molecules make a water
cluster by OH� � �O interactions. The formation of a six mem-
bered ring by OH� � �O interactions with the coordinated waters
and the ligand oxygen atom is depicted in Fig. 2b and c. The
infinite 1D chain formed due to the H-bonding interaction with
the bulk water molecules and the coordinated water molecules
is illustrated in Fig. 2d. The hydrogen bond parameters for
water in 1�nH2O are listed in Table S1 (ESI†). The O140� � �O520
and O520� � �O550 distances are 2.750 and 2.703 Å. The O550
water molecule is attached by OH� � �O interactions to the O419
acetate oxygen and the distance is 2.795 Å. O140 exhibits
another OH� � �O interaction with a coordinated phenolic oxygen
(O401) and the O140� � �O401 distance is 2.692 Å. In the lattice
aromatic p� � �p interactions have been observed (Fig. 2a) and
the minimum distance between two aromatic centroids is 3.729
Å. The bulk water molecules play an important role in the
formation of the stable structural architecture of 1�nH2O. The
thermal stability of the compound was analysed by TGA analy-
sis. The TGA is depicted in Fig. S3 (ESI†). The bulk water
molecules were completely removed at 135 1C, where the

Table 1 Crystallographic data for 1�nH2O

Formula C15H18.50NO7.75Ni
CCDC 2040401
Fw 395.52
Crystal system Triclinic
Crystal color Green
Space group P%1
a (Å) 12.343(2)
b (Å) 14.617(3)
c (Å) 18.348(3)
a (deg) 81.497(9)
b (deg) 89.659(8)
g (deg) 89.249(9)
V (Å) 3273.6(10)
Z 8
T (K) 100(2)
2y 132.24
rcalcd (g cm�3) 1.605
Refl. collected 74 139
Uniquerefl. 11 191
Reflection (I 4 2s(I)) 9927
F(000) 1644
No. of params/restr. 982/51
l (Å)/m (mm�1) 1.54178/2.114
R1

a [I 4 2s(I)]/GOFb 0.0636/1.099
wR2

c [I 4 2s(I)] 0.1523
Residual density (e Å�3) 1.030

a Observation criterion: R1 = S8Fo| � |Fc8/S|Fo|.
b GOF = {S[w(Fo

2 �
Fc

2)2]/(n � p)}1/2. c wR2 = [S[w(Fo
2 � Fc

2)2]/S[w(Fo
2)2]]1/2 where w = 1/

[s2(Fo
2) + (aP)2 + bP], P = (Fo

2 + 2Fc
2)/3.

Fig. 1 Molecular geometry of 1�nH2O in crystals (30% thermal ellipsoid,
H2O and H are omitted for clarity).

Table 2 Selected experimental and calculated bond lengths (Å) of 1�nH2O

Exp. Cal.

Bonds Length (Å) Length (Å)

Ni(1)–O(101) 2.008(3) 2.011
Ni(1)–O(119) 2.033(3) 2.034
Ni(1)–O(116) 2.097(3) 2.137
Ni(1)–O(130) 2.061(3) 2.180
Ni(1)–O(140) 2.045(3) 2.181
Ni(1)–N(108) 2.001(3) 2.036
O(101)–C(102) 1.336(5) 1.319
N(108)–C(109) 1.277(6) 1.293
C(115)–O(116) 1.374(5) 1.377
C(118)–O(119) 1.255(5) 1.294
C(118)–O(120) 1.254(5) 1.226
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removal of water molecules starts at 70 1C. The water loss of 1�
nH2O was monitored by the percentage of sharp weight loss.
The coordinated water molecules were removed at 240–310 1C.

Electrochemical studies

The cyclic voltammetry study of 1�nH2O in CH3CN at 295 K
shows that the phenoxyl/phenolato redox peak at 0.83 V (Fig. 3)
referenced to the ferrocenium/ferrocene (Fc+/Fc) couple is
irreversible. The DFT calculations support this assignment.

Catecholase activity

The catecholase like activity of 1�nH2O was examined using 3,5-
di-tert-butylcatechol (3,5-DTBC) as a standard substrate. 3,5-
DTBC is considered as a model substrate due to it consisting of
two bulky t-butyl substituents attached to an aromatic ring as
well as the low reduction potential of quinone-catechol species

(Scheme 1). In general, 3,5-DTBQ is highly stable in solution
and exhibits an absorption maximum at 401 nm in methanol.24

The oxidation of 3,5-DTBC (1 � 10�2 M) in air was followed
using a 1 � 10�4 M methanolic solution of 1�nH2O. The course
of catalytic oxidation was investigated by recording the UV-vis
absorption spectra of the mixture at an interval of 8 min for 2 h
and the change of the spectral pattern is shown in Fig. 4. It is
well documented that 3,5-DTBC displays a single electronic
band at 284 nm.25 Upon addition of 1�nH2O, the intensity of
this band gradually decreases concomitantly, and the appear-
ance of a new band at B390 nm (Fig. 4) due to the 3,5-DTBQ
form was recorded. The oxidation occurs through the removal
of one or two water molecules from the trans position of the
complex followed by coordination of one 3,5-DTBC molecule.
The reaction was followed by ESI mass spectrometry in metha-
nol and the appearance of mass peaks at m/z 546 and 564
correlates well with the formation of the o-benzosemiquinonate
anion radical as an intermediate (Fig. S4, ESI†). The other peaks
at m/z 586 and 791 appear due to [(L1

2�)NiII(o-benzo-
semiquinonate anion radical)(CH3CN)] and [(L1

2�)NiII[(o-
benzosemiquinonate anion radical)2]Na

+], respectively. The
formation of o-benzosemiquinone as an intermediate was
confirmed by cyclic voltammetry analysis also. The cyclic voltam-
metry of 1�nH2O was performed in the presence of 3,5-DTBC in

Fig. 2 (a) The p� � �p interactions within the crystal, (b) and (c) the OH� � �O
interactions present among the water molecules (a-axis) and (d) the linear
1D water chain of 1�nH2O along the a-axis.

Fig. 3 Cyclic voltammogram of 1 in CH3CN (0.20 M [N(n-Bu)4]PF6) at
295 K.

Scheme 1 Catalytic oxidation of 3,5-DTBC to 3,5-DTBQ in air-saturated
methanol.

Fig. 4 Ni(II) complex mediated catalytic oxidation of 3,5-DTBC under an
aerobic atmosphere in MeOH. The spectra were recorded at a time interval
of 8 mins for 2 h. Inset: Time vs. changes of absorbance at 390 nm.
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CH3CN at 295 K. The redox peak at �0.36 V (Fig. S5, ESI†)
referenced to the ferrocenium/ferrocene (Fc+/Fc) couple is due to
reduction of the o-benzosemiquinonate anion radical to the
phenolato form.

The oxidation product, 3,5-DTBQ, was extracted and separated
with column chromatography using hexane–ethyl acetate as an
eluent mixture. The product was identified by 1H NMR spectro-
scopy. 1H NMR (CDCl3, 400 MHz) dH: 1.14 (s, 9H), 1.19 (s, 9H),
6.17 (d, J = 2.4 Hz, 1H), 6.83 (d, J = 2.4 Hz, 1H).

The kinetics for catalytic oxidation of 3,5-DTBC was studied
to evaluate the catalytic efficiency of 1�nH2O. The method of
initial rates was followed to unveil the kinetic parameter for the
oxidation of 3,5-DTBC. The development of 3,5-DTBQ was
monitored at 390 nm as a function of time (Fig. 5).26 The rate
constant vs. substrate concentration profile disclosed the nature
of the kinetics (Fig. 5). The nature of the kinetics seems to be
first order kinetics, which reveals that the Michaelis–Menten
model looks to be most suitable as per the following eqn (1):

V ¼ Vmax½S�
KM þ ½S� (1)

where V is the rate of the reaction, KM is the Michaelis–Menten
constant, Vmax is the maximum velocity of the reaction, and [S] is
the concentration of the substrate.

The kinetic parameters were determined from the Michaelis–
Menten equation as Vmax (MS�1) = 1.24 � 10�5; KM = 1.68� 10�3

[std. error for Vmax (MS�1) = 1.69 � 10�6; std. error for KM (M) =
1.46 � 10�4]. The turnover number (kcat) was determined as
4.46 � 102 h�1.

EPR spectroscopy

The X-band EPR spectrum of the mixture of 1�nH2O and 3,5-
DTBC was recorded in CH2Cl2 at 120 K. No signal was recorded
with the fluid solution, inferring the coupling of the organic
radical with the S = 1 state of the nickel(II) ion. The frozen glass
hyperfine EPR spectrum as depicted in Fig. 6 was deconvoluted
into two sub spectra due to the octahedral [(L1

2�)NiII

(o-benzosemiquinonate anion radical)(H2O)] (S = 1
2) and square

planar-radical [(L1
2�)NiII(o-benzosemiquinonate anion radical)]

(S = 1
2) components. In the former the spin is centred on the

nickel ion (simulated parameters, g1 = 2.049 (ANi = 100), g2 =
2.029 (ANi = 50) and g3 = 1.979 (ANi = 100 M Hz)), while the latter
is an organic radical (simulated g = 2.021, AN = 25 MHz). The
study infers that the o-benzosemiquinonate anion radical
coordinates to the nickel(II) ion during oxidation. However, in
the presence of excess 3,5-DTBC, no EPR signal was recorded,
maybe due to the coordination of the two o-benzosemi-
quinonate anion radicals to the nickel(II) ion resulting in an
S = 0 state.

DFT calculations

DFT calculations were employed on 1 and 1+ to elucidate the
electronic structures of the complex and its oxidized analogues.
The gas phase geometry of 1 was optimized with a triplet spin
state. The optimized geometries of 1 and 1+ are given in Fig. 7.
The calculated Ni–H2O, Ni–Ophenoxy, Ni–Ocarboxy and Ni–Oacetoxy

bond lengths of 1 correlate well with those obtained from the
single crystal X-ray diffraction study of 1�1.75H2O.

Electronic spectra and TD DFT

The UV-vis/NIR absorption spectrum of 1�nH2O recorded in
CH3OH at 295 K is illustrated in Fig. S6 (ESI†). The spectral data
is given in Table S2 (ESI†). The free ligand LH2 absorbs strongly
at 400 nm due to a ligand to ligand charge transfer (LLCT)
transition (Fig. 8), which is red shifted to 430 nm in the

Fig. 5 Rate vs. concentration of 3,5-DTBC plot.

Fig. 6 X-band EPR spectra of a mixture of 1�nH2O and 3,5-DTBC in
CH2Cl2 solution at 140 K; experimental (black) and simulated (red).

Fig. 7 Optimized geometries of (a) 1 and (b) 1+.
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complexes, and the corresponding lcal of 1 is 459.94 nm (f =
0.25), which is due to LLCT.

Conclusions

The article discloses the synthesis and characterization of a trans
di-aqua complex of nickel(II) incorporating an aryloxyacetic acid
derivative. In the crystal, the existence of a water cluster has been
confirmed. The water cluster due to hydrogen bonding interac-
tions among coordinated water, bulk water molecules and oxy-
gen atoms of the ligand is significant. The removal temperatures
of the coordinated and the bulk water molecules were investi-
gated by TGA analyses. The complex exhibits catecholase activity
with a good turnover number and the formation of a coordinated
o-benzosemiquinonate anion radical intermediate during oxida-
tion has been confirmed by EPR spectra, ESI mass spectrometry
and cyclic voltammetry. The catalytic oxidation reaction was
followed by UV-vis spectroscopic analysis.
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In pursuit of the significant contribution of copper ion in different biological

processes, this research work describes the synthesis, X-ray structure,

Hirshfeld surface analysis, oxidative dimerization of 2-aminophenol

and antibacterial activity of a newly designed copper (II)-Schiff base complex,

[Cu(L)2] (1), [Schiff base (HL) = 2-(2-methoxybenzylideneamino)phenol].

X-ray structural analysis of 1 reveals that the Cu (II) complex crystallizes in a

cubic crystal system with Ia-3d space group. The Cu (II) centre adopts an

unprecedented tetragonal bipyramidal geometry in its crystalline phase. The

Schiff base behaves as a tridentate chelator and forms an innermetallic chelate

of first order with Cu (II) ion. The copper (II) complex has been tested in the

bio-mimics of phenaxozinone synthase activity in acetonitrile and exhibits

good catalytic activity as evident from high turnover number, 536.4 h−1.

Electrochemical analysis exhibits the appearance of two additional peaks at

−0.15 and 0.46 V for Cu (II) complex in presence of 2-AP and suggests the

development of AP−/AP•− and AP•−/IQ redox couples in solution, respectively.

The presence of iminobenzosemiquinone radical at g = 2.057 in the reaction

mixture was confirmed by electron paramagnetic resonance and may be

considered the driving force for the oxidative dimerisation of 2-AP. The

existence of a peak at m/z 624.81 for Cu (II) complex in presence of 2-AP in

electrospray ionization mass spectrum ensures that the catalytic oxidation

proceeds through enzyme-substrate adduct formation. The copper (II) complex

exhibits potential antibacterial properties against few pathogenic bacterial

species like Staphylococcus aureus, Enterococcus and Klebsiella pneumonia and

scanning electron microscope studies consolidates that destruction of bacterial

cell membrane accounts on the development of antibacterial activity.
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1 | INTRODUCTION

In this modern age of science, Schiff base as polydentate
chelators have been widely used in the development
of coordination compounds of varied functionality.[1–3]

Among the transition metal ions, copper ion has been
considered as an essential metal ion in living system and
it also plays significant role in designing advance func-
tional materials.[4–7] In nature, copper ions are integrated
with different bio-ligands in the functional sites of
various metallo-enzymes such as catechol and galactose
oxidase, phenoxazinone synthase, superoxide dismutase,
lysine oxidase, N2O reductase etc.[8–11] It pursuit of deep
understanding of different biological oxidation processes
in nature, synthetic coordination chemists have been
stepped forward to tune electronic and geometric factors
of the ligands in engineering bio-inspired coordination
driven compounds.[12–15] It is well documented that
the bio-inspired synthetic analogues also serve as magic
catalysts in several catalytic oxidation reactions of
laboratory and industrial significance.[14–16] Among the
different oxidase enzymes, phenoxazinone synthase has
drawn special attention[14,15] as the oxidized product,
aminophenoxazinone acts as an antineoplastic agent
named actinomycin D (questiomycin A) which is usually
recommended in the treatment of certain types of
cancer.[17–20] Furthermore, 2-aminophenoxazin-3-one
and 3-aminophenoxazin-2-one compounds show potential
antimicrobial, antiviral, and antitumor activities against
different pathogens.[21–24] Aminophenoxazinone com-
pounds have also been reported in different forms like
Streptomyces parvulus and wood rotting fungi metabolites,
oxidative coupling products of o-aminophenols with
bovine erythrocyte hemolyzate, and bio-conversion prod-
ucts of Pseudomonas putida grown on nitroarenes.[24–28]

In light of incessant emergence for new antibiotics
with potential resistance against microorganisms, it is of
great importance to design novel antibiotics, which
would destroy the lipoid layer as well as the cell mem-
brane of the pathogen with high selectivity.[29,30] In this
perspective, copper based coordination compounds hold
a great promise to provide future alternatives to the
existed antibiotics.[30,31] In the context of newly designed
copper (II) complexes with high catalytic activities and
potential therapeutic values, this research study deals
with the synthesis, structural characterization and cata-
lytic oxidase activity of a new copper (II)-Schiff base

complex. The antibacterial property of this copper
(II) complex towards different bacterial species has also
been delineated.

2 | EXPERIMENTAL

2.1 | Preparation of the Schiff base and
dinuclear copper (II) complex

2.1.1 | Chemicals, solvents and starting
materials

Highly pure o-anisidine (Sigma Aldrich, Missouri,
Texas, USA), salicylaldehyde (Sigma Aldrich, Missouri,
Texas,USA) and cupric acetate monohydrate (SRL,
Gurugram, Haryana, India) were purchased from the
respective concerns and used as received. All other
chemicals and solvents were of analytical grade and used
as received without further purification.

2.1.2 | Synthesis of the Schiff base and
copper (II) complex

The Schiff base, HL was synthesized following a reported
method.[32] The Schiff base was synthesized through con-
densation reaction between o-anisidine (0.123 g, 1 mmol)
and salicylaldehyde (0.122 g, 1 mmol) in ethanol under
reflux for 8 hr. Then, the yellowish brown coloured
gummy product was extracted and stored in vaccuo over
CaCl2 for use. Yield: 0.201 g (�88.5%). Anal. Calc. for
C14H13NO2 (HL): C, 73.99; H, 5.77; N, 6.16; Found:
C, 73.93; H, 5.72; N, 6.19. IR (KBr, cm−1; Figure S1): 3372
(νOH), 1615, 1590 (νC=N); UV–Vis (λmax, nm; Figure S2):
230, 270, 346; 1H NMR (δ ppm, 400 Mz, CDCl3;
Figure S3) δ = 13.88 (s, 1H), 8.63 (s, 1H), 7.26–6.82
(Ar-H, 7H), 3.79–3.83 (t, 3H) ppm. 13C NMR
(400 MHz,CDCl3; Figure S4): 162.06 (HC=N); 153.03,
(Ar-OH); 137.05 (Ar-N=C); 132.94, 132.05, 127.95,
127.13, 119.64, 118.46, 117.40, 115.05, (Ar-C); 77.49,
77.17, 76.85 (-OCH3).

The copper (II)-Schiff base complex was prepared
by drop wise addition of acetonitrile solution of Cu (OAc)2
(0.199 g, 1 mmol) to the methanolic solution of HL
(0.454 g, 2 mmol). The yellow coloured Schiff base solution
was instantly turned to green coloured solution.
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Thereafter, the reaction mixture was kept on a magnetic
stirrer for 20 mins and kept in open atmosphere for slow
evaporation. After 7–10 days, green coloured single
crystals of the compound were separated out from the
solution. The crystalline compound was washed with
toluene and dried over silica gel. Finally, different
spectroscopic analysis was carried out to determine the
structural formulation of the Cu (II)-Schiff base complex.
The results are summarized as follows.

Yield of 1: 0.415 g (�63.5% based on metal salt) Anal.
calc. For C28H24N2O4Cu (1): C, 65.17; H, 4.69; N, 5.43;
Found: C, 65.13; H, 4.61; N, 5.38. IR (KBr pellet, cm−1;
Figure S1): 1605,1585 (νC=N); UV–Vis (1 × 10−4 M, λmax

(abs), nm, MeCN; Figure S2): 238, 283, 400.

2.2 | Physical measurements

FTIR-8400S SHIMADZU spectrometer (Shimadzu,
Nakagyo-ku, Kyoto, Japan) was employed to record IR
spectrum (KBr) of Schiff base and 1 in the range of
400–3,600 cm−1. 1H and 13C NMR spectra of the ligand
(HL) were obtained on a Bruker Advance 400 MHz
spectrometer (Bruker, MA, USA) in CDCl3 at 298 K.
Steady-state absorption and other spectral data
were recorded with a JASCO V-730 UV–Vis spectro-
photometer (Jasco, Hachioji,Tokyo, Japan). Electrospray
ionization (ESI) mass spectral measurements were
performed with a Q-TOF-micro quadruple mass spec-
trometer (Waters, Milford,USA). Elemental analyses
were performed on a Perkin Elmer 2400 CHN
microanalyser (Perkin Elmer, Waltham, Massachusetts,
USA). X-band EPR spectra were recorded on a Magne-
ttech GmbH MiniScope MS400 spectrometer (equipped
with temperature controller TC H03, Magnettech,
Berlin, Germany), where the microwave frequency was
measured with an FC400 frequency counter. The EPR
spectrum of Cu (II) complex was simulated using Easy
Spin software.

2.3 | Crystal structure determination and
refinement

X-ray diffraction data of 1 were collected using a
Rigaku XtaLABmini diffractometer equipped with
Mercury 375R (2 × 2 bin mode) CCD detector. The data
were collected with graphite monochromated Mo-Kα
radiation (λ = 0.71073 Å) at 296 (2) K using ω scans. The
data were reduced using CrysAlisPro 1.171.39.35c[33a]

and the space group determination was done using
Olex2. The structure was resolved by dual space method
using SHELXT-2015[33b] and refined by full-matrix

least-squares procedures using the SHELXL-2015[33c]

software package through OLEX2 suite.[33d]

2.4 | Hirshfeld surface calculations of
copper (II) compound

Crystal Explorer 17.5[34a] progam package was employed
to generate Hirshfeld surfaces[34b] and 2D fingerprint
plots[34c] of 1 using its single crystal X-ray diffraction
data. Hirshfeld Surface analysis is an important tool to
study and locate intermolecular interactions within
crystal packing.[34c,d] The function dnorm is a ratio of the
distances of any surface point to the nearest interior (di)
and exterior (de) atom, and the van der Waals radii of the
atoms.[35,36] The normalized contact distance (dnorm)
could be expressed following the equation 1.

dnorm =
di−rvdWi

rvdWi

+
de−rvdWe

rvdWe
ð1Þ

Where, re
vdW and ri

vdW denote the corresponding van der
Waals radii of atoms. The negative value of dnorm indi-
cates that the sum of di and de is shorter than the sum of
the relevant van der Waals radii, which is considered to
be a closest contact and is visualized in red colour. The
white colour denotes intermolecular distances close to
van der Waals contacts with dnorm equal to zero whereas
contacts longer than the sum of van der Waals radii with
positive dnorm values are coloured with blue. A plot of di
versus de is a fingerprint plot that identifies the presence
of different types of intermolecular interactions.

2.5 | Aminophenol oxidation activity of
copper (II) complex (1)

Aminophenol oxidation activity was studied by treating
1 × 10−4 M solution of Cu (II) complex with 1 × 10−3 M
of 2-aminophenol (2-AP) solution in acetonitrile under
aerobic conditions at room temperature. Absorbance
vs. wavelength (wavelength scans) of the solution was
monitored through spectrophometer at a regular time
interval of 6 min for 1 hr in the wavelength range from
300–700 nm.[13,15]

Kinetic experiments were also carried out spectropho-
tometrically to specify the efficacy of catalytic oxidation
of aminophenol by the Cu (II) complex in MeCN at
298 K.[13,15] 0.04 ml of the complex solution with a
constant concentration of 1 × 10−4 M was added to 2 ml
solution of 2-AP of a particular concentration (varying its
concentration from 1 × 10−3 M to 1 × 10−2 M) to achieve
the ultimate concentration as 1 × 10−4 M. The conversion
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of 2-aminophenol to 2-aminophenoxazine-3-one was
monitored with time at a wavelength 407 nm (time scan)
in MeCN.[13,15,37,38] To determine the dependence of
rate on substrate concentration, kinetic analyses were
performed in triplicate.

The oxidized product was extracted by column chro-
matography. Neutral alumina was employed as column
support and benzene-ethyl acetate solvent mixture was
treated as an eluant mixture in this chromatographic
separation. The purity of catalytic oxidation product of
2-AP was examined by proton NMR spectroscopy. 1H
NMR spectral analysis reveals to identify the final
product. 1H NMR data for 2-amino-3H-phenoxazine-
3-one (APX), (CDCl3, 400 MHz,) δH: 7.61 (m, 1H), 7.45
(m, 3H), 6.46 (s, 1H), 6.37 (s, 1H), 6.25 (s, 1H).

2.6 | Detection of presence of hydrogen
peroxide in the catalytic oxidation of
2-aminophenol

The involvement of aerobic oxygen in the course of oxida-
tive dimerization of 2-AP was examined by testing the
presence of hydrogen peroxide following a reported proce-
dure.[37,38] In the oxidation of aminophenol in MeCN, the
solution was acidified with H2SO4 till the pH of the solution
became 2. After a certain time, an equal volume of water
was added to stop further oxidation. The phenoxazinone
species were extracted three times with dichloromethane.
1 ml of 10% solution of KI and three drops of a 3% solution
of ammonium molybdate were added to the aqueous layer.
The formation of I3

− was monitored through spectropho-
tometer to examine the development of the characteristic
I3
− band (λmax = 353 nm) which may be assignable to the

production of hydrogen peroxide.

2.7 | Electro-chemical analysis

The electroanalytical instrument, BASi Epsilon-EC
was employed for electrochemical experiments in
CH2Cl2 solutions containing 0.2 M tetrabutylammonium
hexafluorophosphate as supporting electrolyte. The
BASi platinum working electrode, platinum auxiliary
electrode, Ag/AgCl reference electrode were used for
the measurements.

2.8 | Antimicrobial susceptibility studies

Antibacterial activity of the Cu (II) complex was tested
against few clinical pathogenic bacteria by well plate and
serial dilution method.

2.8.1 | Bacterial strains (clinical bacterial
cultures), culture media

The antimicrobial property of the Cu (II) complex was
examined against clinical Staphylococcus aureus, Entero-
coccus and Klebsiella. Microbial cultures were procured
from government medical college from Tiruchirappalli,
Tamil Nadu. Muller-Hinton agar media of Himedia Pvt.
Bombay, India was used for the media for the microbial
test. The antibacterial activity was evaluated by using the
Himedia zone reader.

2.8.2 | Agar well diffusion method

The antibacterial activity of Cu (II)-Schiff base complex
and a standard drug (Amikacin-100 mg/2 ml) was
studied initially by using a well plate method. Staphylo-
coccus aureus, Enterococcus and Klebsiella pneumoniae
inoculums were prepared by using nutrient broth media.
Double strength sterile Mueller Hinton agar media were
prepared by autoclaving 7.6 gm in 100 ml. Inoculate
the test microorganisms on the Mueller Hinton agar
plates by using sterile cotton swabs. Formulations of
Cu (II) complex and Amikacin were placed on agar well.
Plates were incubated for 30 min at the refrigerator to
diffuse the formulation into the agar plate, and finally,
plates were again incubated at 37�C for 24 hr.
Antibacterial activity was evaluated by using the Himedia
zone reader.

2.8.3 | Determination of MIC and MBC for
Cu (II) complex against clinical Klebsiella
pneumoniae

The minimum inhibitory concentration (MIC) and mini-
mum bactericidal concentration (MBC) was determined
by selecting Klebsiella pneumonia. Among the three
pathogenic bacteria, Klebsiella pneumoniae is a very
well-known opportunistic pathogen that accounts for
�10% of nosocomial bacterial infections, including sepsis,
pneumonia, urinary tract infections, and hepatic abscess.
The organism can invade almost all part of the human
body, although the most frequently affected urinary and
respiratory tracts.

The method of micro-dilution was used to establish
the antibacterial potential of the copper (II)-Schiff base
complex and respective controls. A spectrophotometer
(OD595 = 0.22) equivalent to 108 CFU/mL used to fix the
bacterial cultures to 0.22 optical density at 595 nm.
Different concentrations of Cu (II) complex and the
respective controls in 2.0 ml centrifuge tubes at 37�C for
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2 hr, were incubated with an inoculum of 10 μL of the
above bacteria culture. Next, bacteria were diluted
serially and placed 10 μL of each dilution on nutrient
agar plates. Such plates were incubated overnight at
37�C, followed by a viable count of CFU bacteria.[39]

Preparation of stock solutions for MIC was done
according to following equation 2.

Weight of the powder mgð Þ

=
Volume of solution mLð Þ×Concentration mg=Lð Þ

The potency of powder mg=gð Þ
ð2Þ

2.8.4 | Antimicrobial activity of Cu
(II) complex using scanning electronic
microscope

To examine the mode of action of Cu (II) complex on
bacterial species, bacterial cultures were obtained from
MIC and MBC samples and centrifuged. Thereafter, the
bacterial cells were collected and sputter-coated with a
thin layer of gold–palladium. The coated bacterial cells
were fixed on a glass coverslip and observed under a
scanning electron microscope.[40]

3 | RESULTS AND DISCUSSION

3.1 | Synthesis and formulation of the
Schiff base (HL) and copper (II) complex(1)

The tridentate Schiff base was prepared by refluxing
o-aminophenol with o-anisaldehyde in 1:1 mole ratio
in ethanol. The synthetic route is given in Scheme 1.
The Cu (II) complex was synthesized by adding
copper (II) acetate to HL in 2:3 mole ratio in methanol-
acetonitrile under slow stirring on magnetic stirrer.
Different ratio of Cu (II) acetate and HL was also used to
produce copper (II) complex of varied nuclearity, how-
ever same molecular composition,[Cu(L)2] was observed
in each cases. Replacement of copper (II) acetate by

hydrated copper (II) chloride also produced same Cu (II)
complex. Single crystal form of the Cu (II) complex
was obtained by slow evaporation of reaction mixture at
room temperature. This Cu (II) complex is highly
soluble in polar solvents like methanol, acetonitrile,
chloroform etc.

3.2 | Description of crystal structure

X-ray structural analysis indicates that the Cu (II)
complex crystallizes in a cubic crystal system with Ia-3d
space group. The thermal ellipsoidal plot of Cu (II)
complex is shown in Figure 1. The structural refinement
parameter for this Cu (II) complex is presented in
Table 1. The bond angles and bond distances are given in
Table 2. Two units of HL coupled with one Cu (II) ion
and lead to mononuclear Cu (II) complex of inner-
metallic chelate of first order. In accordance with the dis-
position of coordination centres around metal centre as
well as M-L bond angle values, it is confirmed that
the Cu (II) centre adopts an irregular six coordinate
geometry. The coordination geometry of copper (II)
ion is described as tetragonal bipyramidal geometry.
Close inspection on coordination geometry suggests that
Cu (II) centre forms a tetragonal plane based on O1,O1,
N1,O2 and bipyramidal geometry appears from apical
existence of two donor sites, N1 and O2.

SCHEME 1 Synthetic route

for the formation of 1

FIGURE 1 X-ray structure of the copper (II)-Schiff base

complex with 30% ellipsoid probability
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3.3 | Hirshfeld analysis of copper
(II)-Schiff base complex

Crystal Explorer software was employed to demonstrate
the Hirshfeld surface of Cu (II) complex (Figure S5) over a
definite dnorm. The surface volume is calculated as

628.31 Å3 and surface area is determined as 491.0 Å2. The
red highlighted area shows the dnorm area and close
non-covalent interactions of 1 with its surrounding
within the 3D crystal. Percentage share of each element
in close interaction with others is given in Table S1. In
this dnorm, the blue area is showing the weak C-H…π
interactions between aromatic H attached to aromatic
C and aromatic rings of the ligands. Red area indicates
very weak intermolecular C-H…O H-bonding between
C-H of benzene ring and O of OPh/OCH3. This molecule
is interacted by surrounding molecules through C-H…O
hydrogen bond, and C-H…π interactions as display in
Fingerprint plots (Figure S6). Quantitative information of
different intermolecular interactions by each pair of
elements is given in Table S1.

3.4 | Solution property of the Schiff base
and copper (II) complex

The electronic transitions for the Schiff base and its
Cu (II) complex were recorded in acetonitrile medium
(MeCN) from 200 to 900 nm at room temperature. The
Schiff base, HL displayed electronic transitions at
230, 270 nm and 346 nm and the Cu (II) complex
exhibited electronic bands at 238, 283 and 400 nm. The
electronic spectra are displayed in Figure S2. Electronic
bands at 230, 270 and 346 nm in the UV region for the
Schiff base may be attributed to π ! π* and n ! π*
electronic transitions.[41] The appearance of electronic
bands at 238 and 283 nm may be corresponded to π ! π*
and n ! π* electronic transitions of ligand origin[41]

while the optical band at 400 nm may be assigned as
phenoxo to Cu (II) ion electronic transition.[42b,c]

The electrolytic behaviour of the Cu (II) complex has
been checked through measurement of molar conductiv-
ity in MeCN medium at room temperature. The molar
conductance value was recorded for 1.15 × 10−3 M
solution of 1 as 05 Sm2mol−1. The molar conductance
value suggests about the non-electrolytic nature of the
Cu (II) complex in MeCN medium.[43]

3.5 | Phenoxazinone synthase mimicking
activity of the copper (II) complex (1)

The oxidation of 2-aminophenol (2-AP) was studied by
addition of catalytic amount of copper (II) complex
(1 × 10−4 M) to 2-AP (1 × 10−3 M) under aerobic atmo-
sphere at 25�C (Scheme 2).

The changes of absorbance in the course of catalysis
were monitored through a UV–Vis spectrophotometer.
The wavelength scan was recorded for 1 hr with a time

TABLE 1 Crystallographic data and structure refinement

parameters for 1

Parameters 1

Empirical formula C28H24N2O4Cu

Formula weight 516.03

Temperature (K) 296

Crystal system Cubic

Space group Ia-3d

a (Å) 31.2952(17)

b (Å) 31.2952(17)

c (Å) 31.2952(17)

Volume (Å3) 30,650(3)

Z 48

ρ (gcm−3) 1.571

μ (mm−1) 0.890

F (000) 12,816

Rint 0.179

θ ranges (�) 2.4–32.9

Number of unique reflections 4,617

Total number of reflections 69,708

Final R indices 0.0984, 0.3585

Largest peak and hole (eA�−3) 1.38, −0.34

TABLE 2 Bond angles and bond distances value of Cu (II)

complex

Bond distances

Cu1-O1 1.903(4) Cu1-O2 2.727(4)

Cu1-N1 1.981(4) Cu1-O1a 1.903(4)

Cu1-O2a 2.727(4) Cu1-N1a 1.981(4)

Bond angles O11-Fe2-O3 94.9(3)

O1-Cu1-O2 128.81(15) O1-Cu1-N1 93.62(17)

N1-Cu1-O1a 88.84(18) O1-Cu1-O2a 88.74(15)

O1-Cu1-N1a 149.01(17) O2-Cu1-N1 65.86(14)

O1a-Cu1-O2 88.74(15) O2-Cu1-O2a 129.91(11)

O2-Cu1-N1a 82.15(14) O1a-Cu1-N1 149.01(17)

O2a-Cu1-N1 82.15(14) N1-Cu1-N1a 99.77(16)

O1a-Cu1-O2a 128.81(15) O1a-Cu1-N1a 93.62(17)

O2a-Cu1-N1a 65.86(14)
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interval of 5 min (Figure 2). The substrate, 2-AP exhibits
a characteristic single electronic transition at 267 nm
in MeCN and indicates its high purity in solution.
Addition of the solution of Cu (II) complex to the
solution of 2-AP in MeCN, the optical band
corresponding to phenoxo to Cu (II) electronic transition
at 400 nm was initiated to exhibit a bathochromic shift.
As a result, a new electronic band at 407 nm with

increasing absorbance was developed (Figure 2).
Switching of the electronic band from 400 nm to 407 nm
is a definite signature for the oxidation of 2-AP in
MeCN.[13,15,44] This spectrophotometric evidence may
correspond to the development of aminophenoxazinone
species in solution.

The kinetics for the oxidative coupling of 2-AP
was also carried out to understand the catalytic efficacy
of the copper (II) catalyst. The method of initial rates
was followed to unveil the kinetic parameter of
this oxidative dimerization of 2-AP. The growth of
oxidation product was monitored at 407 nm as a function
of time (Figure S7).[13,15,37,38,44] The rate constants
vs. substrate concentration displayed the nature of
kinetics (Figure S7). The first order saturation kinetics
reveals that Michaelis–Menten model seems to be
applicable in this case and may be presented according to
the following equation 3:

V =
Vmax S½ �
KM + S½ � ð3Þ

Where, V is rate of the reaction, Km is denoted as
Michaelis–Menten constant, Vmax is the maximum
velocity of the reaction, and [S] is concentration of
the substrate.

The values of kinetics parameters were
determined from Michaelis–Menten equation as
Vmax (MS−1) = 1.49 × 10−5; KM = 9.46 × 10−4 [Std. Error
for Vmax (MS−1) = 2.55 × 10−6; Std. Error for
Km (M) = 1.72 × 10−5].

A comparison of catalytic oxidation of 2-AP by this
Cu (II) complex with some other reported Cu
(II) complexes is tabulated in Table 3.[26c,45–47] The cata-
lytic efficiency for the oxidative dimerization of 2-AP by
this Cu (II) complex was found high as kcat/
KM = 5.67 × 105.

SCHEME 2 Catalytic oxidation of substituted aminophenol

by phenoxazinone synthase

FIGURE 2 Development of new electronic band at 407 nm

upon addition of Cu (II) complex to of 2-AP in MeCN. (The spectra

are recorded after every 6 min). Inset: Time vs Absorbance plot at

defined wavelength

TABLE 3 Comparison of kcat (h
−1) values for catalytic oxidation of 2-AP by reported copper (II) compounds and 1

Complex kcat (h
−1)(Solvent) CCDC No Ref

[L1Cu(μ-Cl)2CuL1] 1,065 (CH3OH) 1,572,023 [45]

213 (CH3CN)

[Cu4(L
2)4] 86.3 (CH3OH) 1,507,035 [46]

[Cu4(L
3)4] 340.26 (CH3OH) 1,507,036 [46]

[Cu2(L
4)3] 78.14 (CH3OH) 1,957,033 [26c]

[Cu(2,20-bpy)Cl2] 2.08 × 103(CH3OH) 1,524,681 [15c]

[Cu(2,20-bpy)2(OAc)]
+ 1.83 × 103 (CH3OH) 1,513,638 [47]

[Cu(L)2] 5.364 × 102 (CH3CN) 1,957,033 This work

L1 = 2-(a-Hydroxyethyl)benzimidazole (Hhebmz), L2 = (E)-4-Chloro-2-((thiazol-2-ylimino)methyl)phenol, L3 = (E)-4-Bromo-2-((thiazol-
2-ylimino)methyl)phenol, L4 = (Z)-2-methoxy-6-(((2-methoxyphenyl)imino) methyl)phenol].
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Electrochemical analysis and EPR studies were
vperformed to understand the catalytic behaviour of
Cu (II) complex in the oxidative dimerization of 2-AP in
acetonitrile medium. The cyclic voltammogram of the Cu
(II) complex was recorded in dichloromethane medium
at 298 K where N-tetrabutylammonium hexafluoro-
phosphate was employed to record the electrochemical
data in aerobic environment and shown in Figure 3. The
Cu (II)-Schiff base complex displays one irreversible
cathodic wave at −0.94 V which is assignable to electron
transfer in Cu2+ to Cu+ redox couple in solution phase.
The active participation of copper (II) centre in catalytic
oxidation of 2-AP is confirmed by measurement of redox
potentials of Cu (II) complex in presence of 2-AP under
identical reaction conditions.

The mixture of copper (II) complex in presence of 2-AP
produces irreversible cathodic peak at −1.11 V due to
Cu2+ to Cu+ redox couple i.e. the peak shifted from −0.94

to −1.11 V due to co-ordination of 2- AP to the Cu2+ centre
of the complex. Furthermore, two new peaks at −0.15 and
0.46 V appeared which were assigned to the development
of AP−/AP•− and AP•−/IQ redox couples. The redox poten-
tial data strongly suggests the course of 2-AP oxidation
undergoes through iminobenzoquinone radical formation.
To viewmore insights of this copper (II) complex mediated
oxidative coupling of 2-AP, EPR spectra of the Cu
(II) complex in presence and absence of 2-AP are recorded
inMeCN and presented in Figure 4.

The EPR spectrum of copper (II) complex (1) with
X-band frequency at room temperature in MeCN medium
displays four line hyperfine spectra at g = 2.12 due to
presence of 63Cu nuclei with I = 3/2.[13,15] and the calcu-
lated EPR spectrum for the Cu (II)-Schiff base resembles
very well as evident from the simulated g value, 2.1262
(Figure 4). The mixture of copper complex in presence of
2-AP is EPR silent due to antiferromagnetic coupling

FIGURE 3 Left: Cyclic voltammogram of the Cu (II)-Schiff base complex in anhydrous DCM medium; Right: Cyclic voltammogram of

Cu (II) complex in presence of 2-AP under molecular oxygen atmosphere in anhydrous DCM in CH2Cl2 (0.20 M [N(n − Bu)4]PF6) at 295 K

FIGURE 4 X- band EPR spectra of the copper (II)-Schiff base in presence of 2-AP after 20 min in CH3CN solution at 298 K
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between Cu2+(S = 1/2) with iminobenzosemiquinonate
anion radical. The EPR spectral analysis of the copper
complex in presence of 2-AP in acetonitrile at room tem-
perature strongly suggests the generation of radical spe-
cies for the appearance of additional signal at g ca 2.057
(Figure 4). The reported g value for oxidised 2-AP radical
(iminobenzoquinone) is 2.0051 in 10−1 M Bu4NPF6.

[15c,26]

Furthermore, electrospray ionization (ESI) mass
spectrum of the copper (II)-Schiff base complex in
presence of 2-AP is recorded after mixing of 10 min
to reveal the binding aspects of the copper (II)
complex and 2-AP. It was observed that the ESI-Ms
of the reaction mixture (Figure S8) exhibits the base
peak at m/z 213.12 which is assignable to the
presence of aminophenoxazinone species, [(2-amino-3H-
phenoxazine-3-ones) + H+]. Appearance of another
important peak at m/z 624.81 corresponds to the forma-
tion of adduct between copper (II)-Schiff base complex
and 2-AP, [[1 + (2-AP)] + H+]. The experimental m/z
values correlate well with the theoretical m/z values. In
this context, involvement of molecular oxygen in the
course of oxidation of 2-AP was tested through produc-
tion of hydrogen peroxide in solution using a reported
method.[37,38] No spectral band at λmax 353 nm
corresponds to generation of hydrogenperoxide was
observed throughout the course of catalysis and ensure
the presence of water as a byproduct appeared from
molecular oxygen.

Previously study by P. Chaudhury and co-workers[48]

presented tetracopper complex as a bio-mimetic model
towards 2-AP oxidation and recommends an “on–off”

mechanism via radical generation in active participation
with the metal centres favouring 6e oxidative coupling
of substrate. T.P. Begley and co-workers[49] suggests
the production of 2-aminophenoxazinone through a
sequence of three consecutive 2e oxidation of 2-AP. The
tautomerization reactions were the controlling unit in
regeneration of the 2-Ap during this course of catalytic
oxidation reaction. Based upon the outcomes observed by
different analytical methods like electrochemical, EPR
and ESI-MS, a plausible mechanism is proposed in
Scheme 3. So, oxidative dimerization of 2-AP undergoes
through formation of catalyst-substrate intermediate in
the primary stage. Subsequently, Cu centre activates
molecular oxygen to produce water as a byproduct
and iminobenzosemiquinonate radical in the course of
catalytic oxidation. Iminobenzosemiquinonate radical
proceeds to couple with another unit of 2-AP and develop
aminophenoxazinone species as a final product.

3.6 | Antibacterial activity of the cu (II)-
Schiff base complex

The antibacterial activity of Cu (II) complex was assessed
through the method of well diffusion against the bacteria
Staphylococcus aureus, Enterococcus and Klebsiella
pneumoniae. The results of the inhibition zone diameters
shown in Table S2. The therapeutic efficiency of this
Cu (II) complex was determined by calculating MIC and
MBC on Klebsiella pneumoniae (Table S3). MIC and MBC
values were determined as 1.250 mg/ml, 0.625 mg/ml for

SCHEME 3 Plausible

mechanism for the catalytic

oxidation of 2-AP
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this Cu (II)-Schiff base complex. Scientific literatures
suggest that the Cu (II) complex is quite competent to
inhibit the growth of pathogenic bacterial species.
Aiming to explore the origin of antibacterial property for
this copper (II)-Schiff base complex, a study involving the
exposure of Cu (II) complex on Klebsiella pneumoniae
was carried out employing scanning electron microscope
(SEM) analysis. SEM image of the Klebsiella pneumoniae
in presence of Cu (II) complex accounts on the change
of morphology on the cell wall. The recorded SEM
micrographs of Klebsiella pneumonia cells are shown in
Figure 5.

Commonly, MBC of Klebsiella pneumonia was
observed as typical rod-shape with smooth and intact
cell walls. Although, the number of Klebsiella pneumonia
was remarkably decreased, and cell walls became
wrinkled and damaged after addition of Cu (II) complex
to Klebsiella pneumonia.[50,51] In reality, in limited
cases, such type of observations were noted and will
definitely bring some hope in developing suitable
therapeutic agents.

4 | CONCLUSIONS

This research study provides an overview of synthesis,
X-ray structural characterization, Hirshfeld surface
analysis and bio-mimetic oxidation of 2-AP as well
as antibacterial activity of a newly synthesized
copper (II)-Schiff base complex, [Cu(L)2] (1). X-ray
structure of the Cu (II) complex shows that the Cu
(II) centre adopts an unprecedented tetragonal bipyra-
midal geometry in its crystalline phase. The copper
(II) complex has been evaluated as a bio-inspired cata-
lyst towards oxidative coupling of 2-AP in acetonitrile

and exhibits good catalytic activity with turnover num-
ber, 536.4 h−1. In view of mechanistic insights, electro-
chemical analysis of the Cu (II) complex in presence
of 2-AP was carried out and indicates the generation of
AP−/AP•− and AP•−/IQ redox couple in the course
of catalysis. EPR spectral analysis of the reaction mix-
ture confirms the existence iminobenzosemiquinone
radical at g = 2.057 which suggests the radical driven
catalytic oxidation of 2-AP. Furthermore, ESI-MS analy-
sis of the Cu (II) complex in presence of 2-AP ensures
that the catalytic oxidation of 2-AP proceeds through
the formation of enzyme-substrate adduct. Antibacterial
property of the copper (II) complex has been examined
against different pathogenic bacteria. Scanning electron
microscope images reveal that destruction of bacterial
cell membrane remains the driving force for the devel-
opment of potential antibacterial properties of the cop-
per (II)-Schiff base complex. Importantly, this Schiff
base ligand can able to isolate Cu (II) ion in an interme-
diate coordination geometry (tetragonal bipyramidal
geometry) and represents a rare example of unprece-
dented coordination geometry which is controlled by ste-
ric factors of the Schiff base ligand.
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Abstract 
The Rh(III) complexes of 1-alkyl-2-{(o-thioalkyl)phenylazo}imidazole (SRaaiNR′, 1; R = R′= Me (a); R = Me, R′= Et (b); 
R = Et, R′= Me (c); R = R′= Et (d)), [Rh(SRaaiNR′)(PPh3)Cl2](ClO4) (2) have been synthesized. The complexes have been 
characterized by physicochemical and spectroscopic methods. The single-crystal X-ray diffraction study authenticates the 
structure of [Rh(SMeaaiNEt)(PPh3)Cl2](ClO4) (2b). The DNA binding ability of the complexes has been investigated by 
electronic absorption and fluorescence spectroscopic methods. Density functional theory computation technique has been 
used to enlighten the electronic structures and their spectral properties.

Introduction

The study of the interaction of transition metal complexes 
with DNA plays a significant role in the development of anti-
cancer drugs [1–5]. Owing to the large diversity in structure, 
binding modes and flexible ligand exchange kinetics, metal 
complexes provide much scope for the design of anticancer 
agents [6]. The interaction of metal complexes with DNA 
leads to the formation of metal-DNA adducts that affects 
both replication and transcription of DNA and ultimately 
leads to the cell death [7].

The discovery of anticancer activity of cisplatin started the 
era of inorganic medicines in the field of cancer chemotherapy 
research. Inorganic medicines, mainly platinum-based drugs, 
have now become indispensable in chemotherapy research and 
cover nearly 50% of the total anticancer drugs used worldwide 

[8]. In spite of the massive success, adverse side effects, lack 
of selectivity, rapid development of drug resistance and severe 
toxicity of platinum-based drugs have shifted the attention 
of investigation to other metals complexes. Over the last few 
years, a large variety of other transition metals complexes 
have been developed to explore their potential as anticancer 
drugs [9–13]. Specially, ruthenium complexes have attracted 
much due to their low toxicity, variable oxidation states and 
favorable kinetic aspects [2, 11, 14–16]. In this context, the 
complexes of Rh(III) and Ir(III) have been a little less attrac-
tive due to their kinetic inertness, which is mainly responsible 
for their poor biological activity. Recently, Rh(III) and Ir(III) 
complexes have drawn attention for their tunable chemical and 
biological properties. A number of rhodium complexes have 
been reported where biological activity of the complexes has 
been strategically improved [8, 17–19].

In this article, synthesis and characterization of Rh(III) 
complexes of 1-alkyl-2-{(o-thioalkyl) phenylazo}imidazoles 
are described. The DNA binding property of the complexes 
is established by spectroscopic studies, and the electronic 
properties are correlated with DFT calculation.

Experimental

Materials and physical measurements

RhCl3·3H2O was procured from Arora Matthey Limited, 
India. The solvents and  NaClO4 were obtained from E. 
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Merck, India. The ligands, 1-alkyl-2-{(o-thioalkyl) phe-
nylazo} imidazoles (SRaaiNR’, 1), have been synthesized 
by already reported procedure [20]. In the synthesis pur-
pose, analytical grade chemicals and freshly dried solvents 
[21] were used, while for spectral studies, spectroscopic 
grade solvents from Sigma-Aldrich were used.

Caution! Perchlorate salts are explosive. Handling 
of small quantities of salt with proper care is recom-
mended.

Elemental analysis (C, H, N) was carried out using 
a PerkinElmer 2400 CHN elemental analyzer. UV–Vis 
absorption spectra were recorded on Lambda 25 Perki-
nElmer. IR spectra were carried out on PerkinElmer RX-1 
FTIR spectrophotometer (KBr disk). 1H NMR spectra 
in  CDCl3 were recorded of Bruker 300 MHz FT-NMR 
spectrometers using trimethylsilane (TMS) as internal 
standard.

Synthesis

Synthesis of Rh(SMeaaiNMe)  (PPh3)Cl3]  (ClO4) (2a)

RhCl3.3H20 (130 mg, 0.494 mmol) was added to a methanol 
solution of 1-methyl-2-{o-(thiomethyl)phenylazo}imidazole 
(SMeaaiNMe) (115 mg, 0.494 mmol) and triphenylphos-
phine (130 mg, 0.494 mmol). The mixture was refluxed with 
stirring for 5 h and was cooled to room temperature. Then, 
saturated aqueous solution of  NaClO4 was added which 
separated a brown precipitate. The precipitate was filtered 
off, washed with methanol, dried under vacuum and sub-
jected to chromatography. A red band was eluted with ace-
tonitrile–toluene (1:3, v/v) which upon evaporation resulted 
analytically pure product 2a. Yield was 242 mg (64%).

All other complexes were prepared by the same proce-
dure, and the isolated yields were 60–65%. Elemental analy-
sis, Calc. (%) for  C29H27N4O4PSCl3Rh (2a): C, 45.34; H, 
3.52; N, 7.29. Found: C, 45.28; H, 3.56; N, 7.35. UV/Vis 
 (CH3CN), λmax (ε,  M−1  cm−1): 614 (1512), 478 (8979), 422 
(17,374), 411 (17,304), 309 (28,065), 268 (42,292) nm. IR 
(KBr, ν/cm−1): 1582 (C=N), 1392 (N=N), 1093  (ClO4

−), 
523(s), 691(s), 748(s)  (PPh3). TOF–MS: m/z 668.75 
(M–ClO4

−)+, 632.8 (M–ClO4
−–Cl), 407 (M–ClO4

−-PPh3). 
1H-NMR (300 MHz,  CDCl3), δ (ppm): 2.87 (s, 3H; S-CH3), 
4.27 (s, 3H; N-CH3), 7.21 (s, 1H; 5-H), 7.66 (m, 2H; 9, 
10-H), 7.78 (s, 1H; 4-H), 7.96 (d, J = 7.1 Hz, 1H; 8-H), 8.12 
(d, J = 7.4 Hz, 1H; 11-H), 7.26–7.50 (m, 15 H;  PPh3).

Elemental analysis, Calc. (%) for  C30H29N4O4PSCl3Rh 
(2b): C, 44.53; H, 3.45; N, 7.17. Found: C, 44.48; H, 3.49; 
N, 7.11. UV/Vis  (CH3CN), λmax (ε,  M−1  cm−1): 615 (1263), 
477 (8903), 421 (17,215), 412 (17,148), 311 (27,621), 269 
(39,562) nm. IR (KBr, ν/cm−1): 1586 (C=N); 1372 (N=N); 
1097  (ClO4

−); 527, 695, 750  (PPh3). TOF–MS: m/z 682.5 

(M–ClO4
−)+, 646.6 (M–ClO4

−–Cl), 420.5 (M–ClO4
−-PPh3). 

1H-NMR (300 MHz,  CDCl3), δ (ppm): 1.46 (t, J = 7.6, 3H; 
N-R′:-CH3), 2.82 (s, 3H; S-CH3), 4.27 (q, J = 8 Hz, 3H; 
N-R′:-CH2-), 7.16 (s, 1H; 5-H), 7.56 (m, 2H; 9, 10-H), 
7.70 (s, 1H; 4-H), 7.90 (d, J = 7.0 Hz, 1H; 8-H), 8.08 (d, 
J = 7.5 Hz, 1H; 11-H), 7.26–7.50 (m, 15 H;  PPh3).

Elemental analysis, Calc. (%) for  C30H29N4O4PSCl3Rh 
(2c): C, 44.53; H, 3.45; N, 7.17. Found: C, 44.45; H, 3.40; 
N, 7.11. UV/Vis  (CH3CN), λmax (ε,  M−1  cm−1): 613 (1286), 
474 (8558), 422 (15,774), 412 (15,712), 310 (25,436), 267 
(42,739) nm. IR (KBr, ν/cm−1): 1575 (C=N); 1386 (N=N); 
1093  (ClO4

−); 519, 696, 748  (PPh3). TOF–MS: m/z 682.6 
(M–ClO4

−) +, 646.7 (M–ClO4
− –Cl), 420.7 (M–ClO4

−-
PPh3). 1H-NMR (300  MHz,  CDCl3), δ (ppm): 1.50 (t, 
J = 8.0, 3H; S-R:–CH3), 3.38 (q, J = 8.0, 3H; S-R:–CH2–), 
4.25 (s, 3H; N-CH3), 7.24 (s, 1H; 5-H), 7.62 (m, 2H; 9, 
10-H), 7.74 (s, 1H; 4-H), 7.93 (d, J = 7.0 Hz, 1H; 8-H), 8.15 
(d, J = 7.5 Hz, 1H; 11-H), 7.26–7.50 (m, 15 H;  PPh3).

Elemental analysis, Calc.(%) for  C31H31N4O4PSCl3Rh 
(2d): C, 43.75; H, 3.39; N, 7.04. Found: C, 43.68; H, 3.32; 
N, 7.01. UV/Vis  (CH3CN), λmax (ε,  M−1  cm−1): 613 (1182), 
475 (10,536), 422 (18,490), 411 (18,501), 310 (30,743), 270 
(44,760) nm; IR (KBr, ν/cm−1): 1576 (C=N); 1385 (N=N); 
1088  (ClO4

−); 526, 698, 750  (PPh3). TOF–MS: m/z 696.3 
(M–ClO4

−) +, 661.3 (M–ClO4
−–Cl), 435.1 (M–ClO4

−-PPh3). 
1H-NMR ((300 MHz,  CDCl3), δ (ppm): 1.41 (t, J = 8.0, 3H; 
S-R:–CH3), 1.52 (t, J = 8.0, 3H; N-R′:–CH3), 3.34 (q, J = 7.5, 
3H; S-R:–CH2–), 4.25 (q, J = 8.3, 3H; N-R′:–CH2–), 7.24 
(s, 1H; 5-H), 7.62 (m, 2H; 9, 10-H), 7.74 (s, 1H; 4-H), 7.93 
(d, J = 7.0 Hz, 1H; 8-H), 8.15 (d, J = 7.5 Hz, 1H; 11-H), 
7.26–7.50 (m, 15 H;  PPh3).

X‑ray diffraction study

Crystals were grown by slow diffusion of dichloromethane 
solution of 2b into hexane. Crystal parameters and refined 
data are listed in Supplementary material Table.S1. The data 
were collected by fine focus sealed tube at 100 (2) K using 
graphite monochromator Bruker Smart CCD Area Detec-
tor (Mo-Kα radiation (λ = 0.71073 Å). Unit cell parameters 
were determined from least-squares refinement of setting 
angles with θ in the range 3.37 ≤ θ ≤ 69.09°. The hkl range 
is − 10 ≤ h ≤ 10; − 18 ≤ k ≤ 18; − 31 ≤ l ≤ 30. Reflection data 
were recorded using the ω scan technique. Data were cor-
rected for Lorentz polarization effects and for linear decay. 
Semi-empirical absorption corrections based on ψ-scans 
were applied. Data reduction was carried out by Bruker 
SAINT Program. The structure was solved by direct method 
using SHELXS-97 [22] and successive difference Fourier 
syntheses. All non-hydrogen atoms were refined aniso-
tropically. The hydrogen atoms were fixed geometrically 
and refined using the riding model. All calculations were 
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carried out using SHELXL-97 [22], ORTEP-32 [23] and 
PLATON-99 [24] programs.

Crystallographic data for the structural analysis have been 
deposited in the Cambridge Crystallographic Data Centre, 
and the depository number is CCDC-1998671. Copies of 
this information may be obtained free of charge from the 
Director, CCDC, 12 Union Road, Cambridge, CB2 1FZ, UK 
(email: deposit@ccdc.cam.ac.uk or http://www.ccdc.cam.
ac.uk).

Computational methods

All computations have been performed using the Gauss-
ian 09 program package [25]. The Becke’s three-parameter 
hybrid exchange functional and the Lee–Yang–Parr nonlocal 
correlation functional (B3LYP) have been used during com-
putation [26]. Elements except iridium have been assigned 
a 6-31G basis set in our calculations. For iridium, the Los 
Alamos effective core potential plus double zeta (LanL2DZ) 
basis set has been employed [27]. The geometric structure 
of the complex 2b in the ground state  (S0) has been fully 
optimized at the B3LYP level. Geometry optimization has 
been carried out from the geometry obtained from the crys-
tal structure without any symmetry constraints. During opti-
mization, vibrational frequencies were calculated to ensure 
that optimized geometries represented local minima. Using 
the respective optimized  S0 geometries, we employed time-
dependent density functional theory (TDDFT) at the B3LYP 
level to predict their electronic absorptions characteristics 
[28].

DNA binding study

Preparation of stock solutions

The stock solutions of complexes (2 mM) were prepared 
in acetone-free methanol and diluted with Tris-HCl 
buffer to get the required concentration before each set of 
experiments.

The solution of calf thymus (CT) DNA (Bangalore Genei, 
India) was prepared in 5 mM Tris-HCl/50 mM NaCl buffer 
(pH 7.2) using deionised and sonicated HPLC grade water. 
The CT DNA used in the experiments was sufficiently free 
from protein (UV absorption ratio A260nm/A280nm ~ 1.9). The 
DNA concentration was determined with the help of its 
extinction coefficient, ε of 6600 M−1 cm−1 at 260 nm. The 
prepared stock solution of DNA was stored at 4 °C and used 
within 4 days.

Ethidium bromide (EB) dust (Sigma-Aldrich, USA) 
was dissolved in double distilled water at a concentration 
of 1 mM. Stored stocks (at 4 °C in the dark) were diluted 
freshly before each experiment.

Absorption spectroscopic studies of the complexes 
in presence of CT DNA

Absorption spectroscopic studies were done on PerkinElmer, 
lambda-25 spectrophotometer. The interaction between 
the metal complexes and CT DNA was observed by add-
ing increasing concentrations of DNA (2 μΜ to 20 μΜ) to 
a fixed concentration of complex (40 μM) and by adding 
increasing concentrations of complex (2–20 μΜ) to fixed 
concentration of DNA (100 μM). After each addition, the 
DNA and complex mixtures were incubated at room tem-
perature for 15 min and scanned from 290 to 700 nm. The 
self-absorption of DNA was eliminated in each set of experi-
ments. Modified Benesi–Hildebrand plot was used for the 
determination of ground-state binding constant between the 
complexes and CT DNA [29]. The binding constant “K” was 
determined by using the following relation:

where ΔA = A0 − A, ΔAmax = maximum change in reduced 
absorbance, A0 = maximum absorbance of receptor mol-
ecules (without any ligand), A = reduced absorbances of the 
receptor molecules (in presence of ligand), and Lt = ligand 
concentration.

Fluorescence spectroscopic studies of the complexes 
with EB bound DNA

Fluorescence spectroscopic studies of EB bound CT DNA 
with varying concentrations of the complexes (0–100 μΜ) 
were done by using by LS 55 PerkinElmer spectrofluorim-
eter at room temperature (298 K). The EB bound CT DNA 
was prepared freshly before each experiment by treating with 
 10−5 M DNA solution with  10−5 M of EB solution, and it 
was incubated for 30 min. The experiments were carried 
out with gradual addition of the complexes (10 μΜ) into 
EB bound DNA mixture and incubated for 15 min, and the 
fluorescence spectra were taken. The excitation wavelength 
was 500 nm, and the emission spectra were scanned from 
510 to 750 nm.

The study is based on the competitive binding of the com-
plex to DNA by replacing EB from EB bound DNA, and this 
is observed by the quenching of the fluorescence intensity. 
The fluorescence quenching of EB bound DNA is expressed 
by the Stern–Volmer equation [30, 31] 

where I0 and I are the fluorescence intensities of BSA 
in the absence and in the presence of the metal complex 
(quencher), respectively, KSV is the Stern–Volmer quench-
ing constant, [Q] is the concentration of the quencher, kq 
is the quenching rate constant of the biomolecule, and τ0 is 

A
0
∕ΔA = A

0
∕ΔAmax +

(
A

0
∕ΔAmax

)
X1∕KX1∕Lt

I
0
∕I = 1 + K

SV
[Q] = 1 + kq�

0
[Q]

http://www.ccdc.cam.ac.uk
http://www.ccdc.cam.ac.uk
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the average lifetime of the molecule in the absence of the 
quencher. A linear I0/I versus [Q] plot indicates that a single 
type of quenching mechanism is involved, either static or 
dynamic, while a deviation from linearity suggests a mixed 
quenching mechanism [32].

Results and discussion

Synthesis and formulation

The ligands, 1-alkyl-2-{(o-thioalkyl)phenylazo}imida-
zoles (SRaaiNR′, 2; R = R′ = Me (a); R = Me, R′= Et (b); 
R = Et, R′= Me (c); R = R′= Et (d)), are N,N′,S-tridentate 
ligands where N,N′ and S refer to imidazole-N, azo-N and 
thioalkyl (SR)-S donor centers, respectively (Scheme 1). 
The reaction of  RhCl3 with 1-alkyl-2-{(o-thioalkyl)phe-
nylazo}imidazole (SRaaiNR′, 1) and  PPh3 in ethanol 
under refluxing condition results a red solution which 
upon addition of a saturated aqueous solution of  NaClO4 
(Scheme 1) separates a red precipitate having a compo-
sition of [Rh(SRaaiNR/)(PPh3)Cl2](ClO4) (2). The com-
position of the complexes is consistent with the micro-
analytical data. The structural confirmation has been done 
by single-crystal X-ray diffraction in one representative 
case. The complexes are diamagnetic, which indicates the 
+ 3 oxidation state of the metal.

Molecular structure of [Rh(SMeaaiNEt)(PPh3)Cl2]
(ClO4) (2b)

The structural characterization of [Rh(SMeaaiNEt)(PPh3)
Cl2](ClO4) (2b) was carried out by a single-crystal X-ray 
diffraction study. The molecular structure is shown in 
Fig. 1. The relevant bond parameters are listed in Table 1. 
The six-coordinated Rh(III) center has a distorted octahe-
dral geometry, and it is surrounded by two Cl, one  PPh3 
and one SMeaaiNEt ligand which acts as N,N′,S-tridentate 

chelator. The ligand forms two adjacent five-membered 
chelate rings with bite angles N(4)–Rh(1)–N(2), 78.1 (3)° 
and N(4)–Rh(1)–S(1), 85.4 (2)°. The two chlorines are 
cis to each other and the bond angle Cl(1)–Rh(1)–Cl(3) is 
89.64 (9)°. The Rh–Cl bond [Rh–Cl(2), 2.402 (2) Å] trans 
to  PPh3 is longer than that of cis [Rh–Cl(1), 2.334 (3) Å] 
establishing the presence trans effect of  PPh3 [33]. The 
Rh–N(azo) length [Rh–N(3), 1.993 (7) Å] is shorter than the 
Rh–N(imidazole) lengths [Rh–N(1), 2.047 (6) Å] which may 
be due to better π-accepting ability of N(azo) center. This 
N=N distance, 1.267 (9), is closer to the free ligand bond 
length (1.258 (5) Å) [20]. This bond parameter comparison 
explains the presence of better d(Rh) → π*(azo) donation in 
[Rh(SMeaaiNEt)Cl3] (3b) which may be due to thioether-S 

Scheme 1  Ligands and the 
complexes

Fig. 1  ORTEP diagram of [Rh(SMeaaiNEt)  (PPh3)Cl2](ClO4) (2b)
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coordination to Rh(III). The optimized structure of complex 
2b is also generated theoretically using the DFT computa-
tion technique. The bonding parameters of calculated struc-
ture show good agreement with the experimental bonding 
parameters (Table 1).

Spectral characterization

The IR spectra of the complexes show the stretching vibra-
tions bands for azo, i.e., ν (N=N), and imine, i.e., ν (C=N) in 
the regions 1372–1386 cm−1 and 1575–1592 cm−1, respec-
tively, and these frequencies significantly shift to lower 
values compared to free ligand (Supplementary Material 
Fig.S1) [20]. The appearance of these bands at the lower 
values indicates the coordination of ligand (SRaaiNR′) 
to the metal center through azo and imine nitrogens. The 
presence of  ClO4

− is verified by a strong band in the 
region 1088–1097 cm−1 along with a weak band at around 
620 cm−1. The spectra also exhibit three characteristics of 
strong bands around 750, 695 and 525 cm−1 for coordinated 
 PPh3 ligand.

The mass fragmentations by ESI–MS (positive ion) of 
the complexes show expected fragmentation pattern. The 
mass spectra of the complexes recorded the (M–ClO4

−)+ 
ion peak as the base peak (Supplementary material Fig.S2).

The 1H-NMR spectra of the complexes in  CDCl3 
recorded the downfield shifting of proton signals compared 
to free ligand data [20], and this may be the outcome of 
the electron-withdrawing effect of the coordinated Rh(III). 
The maximum downfield shifting was observed in case of 
the imidazole proton 4-H which suffers maximum shifting 
of 0.7–0.8 ppm compared to the free ligand position and 
appears as a broad singlet at 7.75–7.85 ppm. The imidazole 

proton, 5-H, experiences ~ 0.05–0.20 ppm downfield shift 
and also appears as a broad singlet. The resonances of the 
phenyl protons of triphenylphosphine were observed as mul-
tiplets at 7.20–7.50 ppm. The representative spectra of the 
complexes are shown in Supplementary material Fig.S3.

The absorption spectra of the complexes in ace-
tonitrile show several absorptions bands in the wave-
length region 250–700  nm (Fig.  2). All the complexes 
show two high intense transitions (ε ~ 104  M−1  cm−1) 
at ~ 411 nm and ~ 422 nm along with a shoulder at ~ 475 nm 
(ε ~ 103  M−1  cm−1). The spectra of the complexes also 
show one weak transition (ε ~ 102 M−1 cm−1) at ~ 615 nm 
in the visible region and one high intense transition 
(ε ~ 104 M−1 cm−1) at ~ 285 nm in the UV region. The high 
energy transitions (< 400 nm) region may be regarded as 
ligand-centered transitions, and the transitions in the visible 
region (> 400 nm) may be assigned as MLCT (metal-to-
ligand charge transfer) transitions because these transitions 
are not present in free ligands. These assignments of absorp-
tion bands are further explained by TDDFT calculations.

DFT calculation and electronic structure

The DFT computation of the complex 2b has been per-
formed with the optimized geometry to correlate the elec-
tronic structure with the observed electronic spectra. The 
theoretical bond parameters show close agreement with the 
experimental values (Table 1). The energy and the composi-
tion of some selected molecular orbitals are given in Sup-
plementary material Tables 2, and surface plots of some 
frontier orbitals are shown in Fig. 3. The energies of HOMO 
and LUMO are − 8.89 eV and − 6.29 eV, respectively. The 
occupied frontier orbitals HOMO, H-1, H-2 and H-3 are 
mainly constituted (51–81%) by chlorine pπ orbitals with 

Table 1  Selected bond lengths (Å) and angles (°) for the complex [Rh(SMeaaiNEt)(PPh3)Cl2]ClO4 (2b) (experimental from X-ray and theoreti-
cal from DFT calculation)

Bond length(Å) Experimental value Theoretical value Bond angle (°) Experimental value Theoretical value

Rh(1)–N(2) 2.047 (6) 2.081 N(4)–Rh(1)–N(2) 78.1 (3) 77.7
Rh(1)–N(4) 1.993 (7) 2.028 N(4)–Rh(1)–S(1) 85.4 (2) 85.5
Rh(1)–S(1) 2.307 (2) 2.371 N(2)–Rh(1)–S(1) 163.5 (2) 163.2
Rh(1)–P(1) 2.3201 (19) 2.403 N(4)–Rh(1)–P(1) 95.24 (18) 97.3
Rh(1)–Cl (1) 2.334 (3) 2.392 N(2)–Rh(1)–P(1) 91.28 (18) 90.9
Rh(1)–Cl (2) 2.402 (2) 2.450 S(1)–Rh(1)–P(1) 88.86 (8) 92.1
N(3)–N(4) 1.267 (9) 1.275 N(4)–Rh(1)–Cl(1) 172.91 (18) 171.6

N(2)–Rh(1)–Cl(1) 99.9 (2) 102.3
S(1)–Rh(1)–Cl(1) 96.62 (12) 94.1
P(1)–Rh(1)–Cl(1) 91.60 (8) 91.0
N(4)–Rh(1)–Cl(2) 83.47 (19) 82.0
N(2)–Rh(1)–Cl(2) 87.08 (18) 85.0
Cl(1)–Rh(1)–Cl(2) 89.64 (9) 88.4
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little contributions from  PPh3 and metal d-orbitals, while 
in case of H-4 and H-5, about 90% contribution come from 
 PPh3. The LUMO is almost delocalized on ligand π* orbit-
als (94%). The LUMO + 1 is constituted by metal (Rh, 42%) 
and  PPh3 (23%), while LUMO + 2 is carrying 49% metal and 
25% (4b) ligand contribution.

The TDDFT calculations were performed to gain an 
insight about the nature of electronic transitions and to 
explain the electronic spectra. The experimental spec-
tra of 2b correlate well with the theoretical spectra 

(Fig. 2). Selected list of excited energies and transitions 
of [Rh(SMeaaiNEt)(PPh3)Cl2]ClO4 (2b) obtained from 
TDDFT calculation in the gas phase are given in Supple-
mentary material Table S3. The experimental spectrum 
shows a transition at 615 nm which appears at 606 nm in 
theoretical spectrum and is mainly due to the transitions 
from HOMO-1, HOMO-2 and HOMO → LUMO and can 
be regarded as admixture of chloride-to-ligand (LLCT: 
Cl → Azo, Im),  PPh3-to-ligand (LLCT:  PPh3 → Azo, Im), 
and metal-to-ligand (MLCT: Rh → Azo) charge transfer tran-
sitions. Similarly, the bands observed within 400–500 nm 
are assigned to the mixture of multiple transitions origi-
nated from LLCT [Cl → Azo, Im], LLCT  [PPh3 → Azo, 
Im], MLCT [Rh → Azo], etc. The other transitions at shorter 
wavelengths are mixture of mainly  PPh3-to-metal (LMCT), 
intra-PPh3 (ILCT), intraligand (ILCT),  PPh3-to-chloride 
(LLCT) charge transfer transitions.

DNA interaction study of the complexes

Absorption spectroscopic studies

The interaction of the complexes with CT DNA was stud-
ied by observing the changes in UV–Vis absorption spec-
tra. Any change in absorption spectra that occurs due to 
the mixing of DNA and complex molecules is the direct 
evidence of interaction between them [34]. Upon addition 
of increasing concentrations of complexes to fixed concen-
tration of CT DNA (100 μM), the absorption of DNA at 

Fig. 2  Experimental and theoretical UV–visible spectra of 
[Rh(SMeaaiNEt)(PPh3)Cl2](ClO4)(2b)

Fig. 3  Surface plots of 
some frontier orbitals of 
[Rh(SMeaaiNEt)  (PPh3)Cl2]
ClO4 (2b)

HOMO HOMO - 1 HOMO - 2

E = -8.9 eV 
Rh, 5%; Cl, 75%; Ligand, 19%

E = -9.1 eV
Rh, 14%; Cl, 76%

E = -9.14 eV 
Rh, 12%; Cl, 81%

LUMO LUMO + 1 LUMO + 2

E = - 6.29 eV 
Rh, 4%; Ligand: 93% E = - 5.1 eV 

Rh, 42%; PPh3, 21%; Cl, 14% E = - 4.8 eV 
Rh, 49%; Ligand, 23%
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260 nm was decreased successively and the reverse course 
of action, i.e., addition of increasing concentrations of CT 
DNA to fixed concentration of complexes, recorded a steady 
decrease in absorption with a slight redshift (Figs. 4, 5 and 
Supplementary material Fig.S4-5). Such changes in absorb-
ance clearly indicate the existence of some specific interac-
tion between the complex and DNA molecules. To compare 
the binding ability of the complexes, we have calculated 
the ground-state binding constant (Kb) between the com-
plexes and DNA at the absorption maximum of DNA by 
using modified Benesi–Hildebrand (BH) plot (Figs. 4, 5 and 
Supplementary material Fig.S4-5) and the binding constants 
are 7.08 × 104 M−1 (2a), 5.296 × 104 (2b), 4.655 × 104 (2c) 
and 3.44 × 105 (2d). The observed binding constants (Kb) 

revealed that the complex 2a binds strongly with CT DNA 
than the other complexes. 

Fluorescence quenching studies

To further ensure the interaction between DNA and com-
plex molecules, we studied the ability of the complexes 
to displace ethidium bromide (EB) from EB bound DNA. 
Interestingly, either DNA or EB does not have fluorescence 
property alone, but being a fluorescence probe, EB emits 
intense fluorescent light in the presence of DNA due to its 
strong intercalation between adjacent base pairs. The fluo-
rescence spectroscopic studies showed that the addition of 
increasing concentration of complexes to a DNA solution 
previously treated with EB caused quenching in fluores-
cence intensity. The fluorescence quenching of EB bound 
DNA upon successive addition of complexes follows the 

Fig. 4  a Absorption spectroscopic study of 40 μM complex 2a with 
increasing concentrations of CT DNA (0, 1, 2, 4, 6, 8, 10, 12, 14, 16, 
18 and 20 μM), respectively. b Absorption spectroscopic study of CT 
DNA (100 μM) with increasing concentrations of complex 2a (0, 2, 

4, 6, 8, 10, 12, 14, 16, 18 and 20 μM), respectively. c Modified Ben-
esi–Hildebrand plot for the determination of ground-state binding 
constant between CT DNA and rhodium complex 2a 

Fig. 5  a Absorption spectroscopic study of 40 μM complex 2b with 
increasing concentrations of CT DNA (0, 1, 2, 4, 6, 8, 10, 12, 14, 16, 
18 and 20 μM), respectively. b Absorption spectroscopic study of CT 
DNA (100 μM) with increasing concentrations of complex 2b (0, 2, 

4, 6, 8, 10, 12, 14, 16, 18 and 20 μM), respectively. c Modified Ben-
esi–Hildebrand plot for the determination of ground-state binding 
constant between CT DNA and rhodium complex 2b 
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classic linear Stern–Volmer equation (Figs. 6, 7 and sup-
plementary material Fig.S6-7). The Stern–Volmer quench-
ing constants (Ksv) obtained from the slope of the plot [Q] 
versus I0/I are 1.194 × 104 M−1 (2a), 6.245 × 103 M−1 (2b), 
8.661 × 103 M−1 (2c) and 5.521 × 103 M−1 (2d). These values 
indicate the strong interaction of the complexes and with 

the DNA [35]. The apparent binding constants  (Kapp) were 
also calculated from the equation  KEB[EB] = Kapp[complex], 
where  KEB = 1.0 × 107 M−1, [EB] = 50 μM, and [complex] is 
the concentration that causes a 50% quenching of the initial 
EB fluorescence [35]. The  Kapp values of the complexes are 
5.7 × 105 (2a), 3.23 × 105 (2b), 4.17 × 105 (2c) and 5.7 × 105 

Fig. 6  a Fluorescence spectroscopic study of EB bound DNA with increasing concentrations of complex, 2b (0, 10, 20, 30 40, 50, 60, 70, 80, 90 
and 100 μM), respectively. b Stern–Volmer plot for complex 2b 

Fig. 7  a Fluorescence spectroscopic study of EB bound DNA with increasing concentrations of complex. 2c (0, 10, 20, 30 40, 50, 60, 70, 80, 90 
and 100 μM), respectively. b Stern–Volmer plot for complex 2c 
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(2d) which also suggest that the interaction of complexes 
with DNA is strong [35]. 

Conclusion

This article describes the synthesis, characterization and 
DNA binding ability of four Rh(III) complexes of 1-alkyl-
2-{(o-thioalkyl)phenylazo}imidazoles. Density functional 
theory (DFT) study well interprets the electronic structure 
and the spectral properties of complex 2b. The DNA binding 
study by absorption and fluorescence spectroscopic methods 
explain the DNA binding ability of the complexes. The com-
plex 2a binds most strongly, while the least binding ability 
was observed in case of complex 2d. The similar studies 
Ir(III) complexes are in progress.
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a b s t r a c t 

The reaction between 4-(2-bromoacetyl)benzonitrile and 2-benzoylpyridine thiosemicarbazone produces 

a tridentate NNN ligand, 4-(2-(2-(phenyl(pyridine-2-yl)methylene)hydrazinyl)thiazole-4-yl)benzonitrile 

( ppytbH ). The ligand constructs an octahedral complex with composition [Co(ppytbH) 2 ](ClO 4 ) 2 .3(H 2 O) 

( 1 ) when reacted with cobalt(II) perchlorate salt in acetonitrile methanol (1:1) solution. The structures of 

ppytbH and 1 have been established by single X-ray crystallography, spectroscopic ( 1 H NMR, IR, UV- 

Visible and fluorescence), thermal and electrochemical methods. The chemical reactivity and HOMO–

LUMO energy of the compounds have been calculated using Density Functional Theory (DFT). The com- 

pounds ppytbH and 1 exhibit potential anticancer activity against U937 human monocytic cells and IC50 

values are found 12.76 ± 0.75 and 12.83 ± 1.37 μM, respectively. The fluorescence and molecular docking 

study interpret the intercalative DNA binding mode with the titled molecules. 

© 2020 Published by Elsevier B.V. 

1. Introduction 

Cancer is a group of diseases involving abnormal cells divi- 

sion and uncontrollable cell growth which cause ultimate death of 

the human population and notably causes of more than 10 mil- 

lion deaths worldwide in a year [1] . High throughput research has 

been initiated worldwide to erase the fatal disease. The develop- 

ment of more safe and selective anticancer drugs is a challenging 

task to the synthetic chemists. Generally, heterocyclic compounds 

have significant role in pharmacology. Over 35 years, various NN, 
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† Present Address: Department of Chemistry, Kandi Raj College, Murshidabad, 
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§ Present address: Shahid Matangini Hazra Govt. College for Women, Tamluk, 

Midnapore (East), West Bengal, India–721 649. 

NS donor ligands and their metal complexes have been discov- 

ered as anticancer agents [2, 3] . Among them, the thiazole scaf- 

fold is widely distributed in the natural products and bioactive 

molecules including anticancer drugs. In view of unique physico- 

chemical and biological properties, it has been used as a privileged 

scaffold in the drug design. Thiazole derivatives with N, S donor 

atoms play significant interactions with biomolecules [4–6] . Many 

natural and synthetic thiazole derivatives have been discovered as 

promising candidates for anticancer drugs. Among natural thiazole 

derivatives, the thiamine pyrophosphate involves in many cellular 

processes of living system [7] . Largazole isolated from the marine 

cyanobacterium Symploca sp., exhibited remarkable antiprolifera- 

tive effects and acted as potent inhibitor of the metal dependent 

histone deacetylase [8, 9] . Vitamin B1 (thiamine) and cystothiazole 

A are isolated from myxobacterium culture broth of Cystobacter 

fuscus and possess potent antifungal activity against large range 

of fungi including Candida albicans [10] . The thiazole containing 

WS75624 B is isolated from the fermentation broth of Scharothrix 

https://doi.org/10.1016/j.molstruc.2020.129015 

0022-2860/© 2020 Published by Elsevier B.V. 
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sp. and used as potent hypertensive agents [11] . Dabrafenib and 

Dasatinib are the example of substituted thiazole anchored pyrim- 

idine compounds showing selected anticancer drug with tyrosine 

kinase inhibitory activities [12, 13] . 

Recent review reflects that several pyridine anchored thiazole 

compounds have excellent pharmacological profiles. Elshaflu et al. 

have been reported the potential antitumor activity of pyridinyl 

thiazole compounds against human breast adenocarcinoma 

(MCF-7) cell line [14] . Chimenti et al. demonstrated the selective 

and reversible oxidase inhibitors property of acetyl pyridine-2- 

thiazolyl hydrazone towards human monoamine (hMAO-B) [15] . 

Cardoso et al. have been synthesized several 2-(pyridin-2-yl) −1, 

3-thiazoles derivatives for the treatment of Chagas disease which 

is caused by the protozoan parasite Trypanosoma cruzi ( T. cruzi ) 

[16] . Silva et al. reported the synthesis and potential anticancer 

activity of 2- (pyridin-2-yl) −1,3-thiazoles derivatives against HL-60 

(leukemia), MCF-7 (breast adenocarcinoma), HepG2 (hepatocellular 

carcinoma) and NCI-H292 (lung carcinoma) cells [17] . Neonicoti- 

noids and pyridine thiazole derivatives have been established 

as safe and high target specific antitumor [18] . In view of the 

important structural features of thiazole in the cancer treatment, 

we have explored the synthesis and characterization of different 

thiazole anchored compounds for their biological activities that 

reflected in the recent publications [19, 20] . Essential trace element 

like cobalt is found to be a relatively nontoxic essential trace 

element in human metabolism and become major component of 

vitamin B12 (cobalamin) and other co-enzymes [21–23] . Due to 

relatively high human tolerance of cobalt and less toxic than noble 

metals like platinum etc., research has been initiated with cobalt 

containing compounds as alternative to platinum based anticancer 

drug [24, 25] . 

Here in, we report the synthesis and characterization of 

a pyridinyl thiazole ligand namely, 4-(2-(2-(phenyl(pyridine- 

2-yl)methylene)hydrazinyl)thiazole-4-yl)benzonitrile ( ppytbH ) and 

its Co(II) complex, [Co(ppytbH) 2 ](ClO 4 ) 2 ( 1 ), to evaluate the anti- 

cancer activity against U-937 human monocytic cells. 

2. Experimental 

2.1. Materials and instrumentations 

Thiosemicarbazide (99%), 2-benzoylpyridine (99%) and 4-(2- 

bromoacetyl)benzonitrile, ethidium bromide, CT–DNA, Tris–buffer 

and PBS were obtained from Sigma Aldrich Chemical Company. 

Cobalt(II) perchlorate hexahydrate was obtained from Merck chem- 

ical company. All the associated reagents and solvents involved in 

the preparation of ligand, complexes and biological assay were col- 

lected from best grade available and used without further purifica- 

tion. 

A Perkin Elmer Lambda 35 spectrophotometer with wavelength 

range 20 0–80 0 nm was used to evaluate UV–Vis absorption spectra 

of the ligand and complex at room temperature. Samples were dis- 

solve in DMSO solvents for UV–Vis experiment and concentration 

of the sample was taken in the order 10 −5 (M). Perkin Elmer Flu- 

orescence Spectrometer LS 45 was used to study the fluorescence 

properties both ligand and complexes. FT-Infrared spectra of the 

samples were recorded in the range 40 0 0–50 0 cm 

−1 using a Perkin 

Elmer Spectrum Spectrophotometer using KBr plate. 1 H NMR and 
13 C NMR spectra of the ligand was collected in CDCl 3 solvent using 

JEOL JNM-ECZ 40 0S/L1 40 0 MHz NMR spectrometer. The elemen- 

tal analysis (C, H and N) both the ligand and complexes were per- 

formed using FISONS EA-1108 CHN analyzer. The thermal analyses 

were carried out using a Perkin Elmer Thermal Analyzer TGA40 0 0 

instrument at a constant heating rate 10 or 20 °C/min under ni- 

trogen atmosphere. The electrochemical measurements were car- 

ried out using a CHI 620D electrochemical analyser. Single crys- 

tal X-ray diffraction data for ligand and complex were collected 

with monochromatic Mo-K α radiation ( λ = 0.71073 Å) on a Bruker 

Kappa Apex-II diffractometer, equipped with a CCD area detector 

at low temperatures. Several scans in ϕ and ω directions were 

made to increase the number of redundant reflections and were 

averaged during the refinement cycles. Data processing for all the 

complexes were performed using Bruker Apex-II suite. Reflections 

were then corrected for absorption, inter-frame scaling, and other 

systematic errors with SADABS [26] . All the structures were solved 

by the direct methods and all non-hydrogen atoms were refined 

anisotropically by the full-matrix least squares based on F2 using 

the SHELXL-2014 [27] . The hydrogen atoms were treated isotrop- 

ically using a riding model with their isotropic displacement pa- 

rameters depending on the parent atoms. 

2.2. Synthesis 

2.2.1. Synthesis of ligand 4-(2-(2-(phenyl(pyridine-2-yl)methylene)hyd 

razinyl)thiazole-4-yl)benzonitrile ( ppytbH ) 

The ligand ( ppytbH ) was prepared by the condensation of 4- 

(2-bromoacetyl)benzonitrile and 2-(phenyl(pyridin-2-yl)methylene) 

hydrazine-1-carbothioamide with modified Hantzsch reaction 

( Scheme 1 ). According to the method, methanolic solution of 

4-(2-bromoacetyl)benzonitrile (10 mmol, 2.245 g) was added 

drop wise in to the methanol acetonitrile (1:1) mixture so- 

lution (20 mL) of 2-(phenyl(pyridin-2-yl)methylene)hydrazine-1- 

carbothioamide (10 mmol, 2.56 g) with constant stirring at RT. The 

color of the solution change yellow to deep orange. The reaction 

mixture is refluxed in water bath for 3 h in presence of perchlo- 

ric acid (1 mL). Deep orange precipitate was obtained which was 

filtered off and washed with aqueous methanol. The crude prod- 

uct is recrystallized from methanol and acetonitrile (1:1) mixture. 

Deep orange transparent rod shape crystals were obtained on slow 

evaporation. Yield: 5.124 g (73.79%). Decomposition temperature 

is 170 °C. Anal. Calculation for C 22 H 18 N 5 O 5 SCl (%) C, 52.81; H, 

3.60; N, 14.00; Found C, 52.76; H, 3.57; N, 14.16. IR (KBr pellets, 

cm 

−1 ): ν(N ̶ H) 3326, ν(nitrile ̶ C ≡N) 2200, ν(thiazole ring ̶ C = N ) 1524, 
ν(aromatic –C = C ) 1247, ν(C ̶ S) 7 64, ν(perchlorate Cl ̶ O) 687. 

1 H NMR 

(CDCl 3 ), δ (in ppm) (Fig. S1): 11.649 (s, 1H at N3), 8.672 (s, 1H 

at C1), 8.37 (s, 1H at C3), 7.97 (d, 1H at C4, J = 8.4 Hz), 7.87 (d, 

2H at C17, J = 8.4 Hz), 7.71 (d, 2H at C18, J = 8.0 Hz), 7.66 (d, 

1H at C3, J = 8.0 Hz), 7.43–7.37 (m, 2H at C8–C12), 7.29 (m,1H), 

7.26–720 (m, 2H) and 7.17–7.08 (m, 1H at C14). 13 C NMR (CDCl 3 ), 

δ (in ppm) (Fig. S2): 148.5 (2C), 139.04, 129.67 (s, C7), 129.33 (3C), 

129.14 (2C), 128.7, 127.5, 127.3 (2C), 126.9 (2C), 126.46 (2C), 126.12, 

124.96, 122.65 and 101.88. 

2.2.2. Synthesis of 1 

A methanolic solution (10 mL) of Co(ClO 4 ) 2 •6H 2 O (0.75 g, 

3.0 mmol) was added drop by drop to the solution of methanol 

and acetonitrile solvent (1:1) of ppytbH (1.143 g, 3.0 mmol). The 

resulting solution was starred at 100 °C for one hour. The or- 
ange color of the solution changed to deep wine red on pro- 

longed heating. Then mixture was further refluxed in water bath 

for 3 h. The reaction mixture is filtered and kept in open air. Red- 

dish brown rod shaped single crystals were separated out from 

the solution upon standing the solution at room temperature for 

several days. The preparation of 1 is represented in Scheme 1 . 

Yield– 0.45 g (68%) (with respect to metal salt). Anal. Calculation 

for C 44 H 36 Cl 2 N 10 CoO 11 S 2 : C, 51.77; H, 2.96; N, 13.72%. Found C, 

49.12; H, 3.34; N, 13.02%. IR (KBr pellets, in cm 

–1 ): ν(N –H) 3398, 

ν(thiazole ring C = N ) 1578, ν(nitrile C ≡N) 2197, ν(hydrazine -N-N) 1392, 

ν(thiazole ring C = S ) 824, ν(perchlorate Cl-O) 681. Several attempts have 

been made to synthesize the complexes with other metals of first 

transition series but all were unsuccessful. 
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2.3. Characterization techniques 

2.3.1. DFT calculation 

HOMO and LUMO orbital plot and energy calculation were per- 

formed using the self-consistent field “tight” option of the Orca 

_4_0_1_2_win64_msmpi 81 program to ensure sufficiently well 

converged values for the state energies. The basic set and corre- 

lation function were used according to our previous report [28] . 

2.3.2. Cell lines and cell culture 

Human histiocytic lymphoma (U-937) cells were obtained from 

ATCC (American Type Culture Collection) [Manassas, Virginia, USA]. 

Cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM) 

with high glucose, supplemented with 10% fetal bovine serum, 

penicillin (100 U/ml), and streptomycin (100 μg/mL). Cells were 

free from mycoplasma contamination. 

2.3.3. Cytotoxicity assay 

U-937 cells (5 ×10 3 in 100 μL seeded in 96-well plate), incu- 

bated in 5% CO 2 incubator at 37 °C were treated with ppyztbH and 

1 at different concentrations ranging from 0.75 to 100 μM in tripli- 

cates for 72 h. Doxorubicin (1 μM) treated cells was considered as 

positive control. After treatments, cells were incubated with 10 μL 

of MTT dye [(3-(4,5-Dimethylthiazol-2-yl) −2,5-diphenyltetrazolium 

bromide)] in each well from the stock solution (4 mg/mL prepared 

in PBS) in dark for 3 h. Then, 100 μL of MTT lysis buffer (20% SDS 

and 50% DMF at 1:1 ratio) was added in each well and incubated 

overnight in the orbital shaker (200 rpm) in dark. Absorbance was 

taken at 595 nm using BIO-RAD iMark Microplate Reader and Mi- 

croplate Analyst software. Cytotoxicity assay was performed and 

the percentage of cell death was plotted and IC 50 values were cal- 

culated using Graph Pad Prism 6 [28] . 

2.3.4. Caspase 3 activity 

The basis of the assay was the aminomethylcoumarin (AMC)- 

derived substrate Z-DEVD-AMC which is weakly fluorescent in UV 

range but upon proteolytic cleavage by caspase 3 gives bright, blue 

fluorescence at excitation/emission maxima ~342/441 nm. Doxoru- 

bicin (1 μM) was used as positive control. Therefore, the amount of 

AMC produced is equal to the number of apoptotic cells in the test 

sample. The caspase 3 activity of the test compounds were evalu- 

ated as reported previously [29, 30] . 

2.3.5. LDH release assay 

LDH is a cytosolic enzyme released into culture supernatant 

upon induction of necrosis in the cells. U-937 cells (2 ×10 6 ) were 

taken per well of a 6-well plate and incubated for 30 min at 37 

°C in 5% CO 2 incubator followed by treatment of ppyztbH and 1 

with the concentrations of IC50 and double of IC50 values. After 

incubating for 12 h and 24 h, cells were centrifuged at 90 0 0 rpm, 

4 °C for 5 min to collect supernatant. To 20 μl of supernatant from 

each sample, 100 μL of LDH Mix (2.8 ml of 0.2 M Tris–HCl, pH 

7.3 + 0.1 mL of 6.6 mM NADH + 0.1 mL of 30 mM sodium pyru- 

vate) was added and absorbance was recorded at 340 nm at 25 °C 
till 30 min, at every 5 min interval using Spectramax M5 by Molec- 

ular Devices and Softmax Pro 7.0 software. This was performed in 

triplicates and the obtained data was analyzed to calculate per- 

centage LDH release, plotted as bar graph. The absorbance obtained 

from the supernatant, collected from cells treated with 1% Triton 

X-100 was considered as 100% [28] . 

2.3.6. PARP cleavage 

U-937 cells seeded in 6-well plate 30 min prior to treat were 

treated with ppyztbH and 1 at concentration of 20 μm and 

40 μm for 24 h. Treated cells were pelleted down by spinning at 

14,0 0 0 rpm for 5 min and the supernatant was discarded. The pel- 

let was washed thrice with cold PBS buffer and excess of PBS was 

aspirated. The pellet was re-suspended in Tris- HCl lysis buffer pH 

7.6 added with 1% protease inhibitor cocktail to prepare whole cell 

lysate. Briefly, mixture was cooled on ice for 15 min followed by 

vortexing for 30 s and intermittent cooling for 45 s for 30 min 

to lyse the cells. Then, whole cell lysate was centrifuged at high 

speed to collect supernatant and protein concentration in super- 

natant was calculated with Bradford protein estimation protocol. 

The 100 μg of protein was used to check the PARP cleavage using 

cleaved PARP (Asp214) primary antibody (Cat: D64E10) on Western 

blot. The GAPDH was probed as gel loading control. Western blots 

were observed under UVITEC Chemidoc (Cambridge) and given re- 

sult was analysed with UVITEC NineAliance software. 

2.3.7. Live and dead assay 

U-937 cells seeded in 6 plate were treated with 20 μM of 

ppytbH and 1 overnight at 37 °C. Following day, cells were 

collected by centrifugation and washed with chilled PBS three 

times. Washed cells were stained with 5 μM calcein-AM [4 ′ ,5 ′ - 
bis{N,N-bis(carboxymethyl)aminomethyl}fluorescein acetoxymethyl 

ester] and propidium iodide (PI). The calcin-AM probes live cells, 

whereas PI binds to dead cells. The stained cells were counted un- 

der Olympus IX73 Fluorescent Microscope to quantify percentage 

live and dead cells [31, 32] . 

2.3.8. Effect of synthetic compounds on isolated PBMCs 

Peripheral blood mononuclear cells (PBMCs) were isolated from 

human blood with Ficoll-paque (Histopaque-1077) density gradi- 

ent centrifugation method as mentioned before. Briefly, blood was 

withdrawn in EDTA vial and diluted with PBS followed by lay- 

ering over chilled histopaque-1077 (1.077 density). It was cen- 

trifuged at 400 ×g for 30 min and PBMCs formed a buffy layer 

above histopaque. This layer was collected to centrifuge again and 

washed with PBS thrice. Finally, PBMCs were re-suspended in RPMI 

media for culture. The isolated PBMCs were stained with typan 

blue dye to quantify their viability and purity. About 98% of cells 

are viable and 95% cells are pure mononuclear cells. Five thousand 

PBMCs were seeded 96 well plate followed by treating of com- 

pounds with the concentrations of IC50 and double the IC50 for 

24 h. After treatment, MTT assay was performed as described be- 

fore. 

2.3.9. Docking study 

The molecular docking was carried out using AUTODOCK 

4.0 software as accomplished by the graphical user interface 

AUTODOCK TOOLS 4.0 (AD4.1_bound.dat). The macro cyclic recep- 

tor was choosing as PDB formed of three dimensional x–ray crys- 

tals structure of a CT-DNA. The graphical user interface AUTODOCK 

TOOLS was devoted to setup the protein: water molecule was 

deleted from the crystal of protein, only polar hydrogen were 

added, computed gasteigers charge was calculated as –25.9962 and 

non polar hydrogen were merged to carbon atom. Complexes 3D 

structures were saved in PDB format with the aid of the pro- 

gram MERCURY. The AUTODOCK TOOLS program was used to make 

docking input file. A grid box size for complex ppytbH and 1 were 

30 ×26 ×72 and 50 ×34 ×64 respectively with grid spacing 1 Å. Both 

receptor and complex are save pdbqt format. Distances-dependent 

functions of the dielectric constant are used for the calculation of 

the energetic map. Ten runs are generated by using Lamarckian 

genetic algorithm searches. Default settings are used with maxi- 

mum number 2.5 ×10 6 energy evaluations, an initial population of 

50 randomly placed individuals [33, 34] . Final docking is run with 

autogrid4.exe and autodock4.exe function to generate glg and dlg 

files respectively. The graphical interactions picture were found us- 

ing YASARA software. 
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Fig. 1. UV–Vis spectra of ppytbH (a) and 1 (b) . 

Fig. 2. Emission spectra of ppytbH and 1. 

Fig. 3. Cyclic voltammogram of ppytbH in acetonitrile solvent containing 

tetrabutyl-ammonium perchlorate as a supporting electrolyte at scan rate100 mV/s. 

3. Results and discussion 

The ligand, 4-(2-(2-(phenyl(pyridine-2-yl)methylene)hydrazinyl) 

thiazole-4-yl)benzonitrile ( ppytbH ) is synthesized by the reac- 

tion of 2-(1-(pyrazin-2-yl)ethylidene)hydrazine-1-carbothioamide 

and 4-(2-bromoacetyl)benzonitrile in methanol acetonitrile mixed 

solvent following Hantzsch’s reaction [16] . The orange product is 

reacted with perchloric acids to get block shaped orange color sin- 

gle crystals of perchlorate salt ( Scheme 1 ). The reaction of ppytbH 

with Co(ClO 4 ) 2 •6H 2 O in mixed solvent methanol and acetonitrile 

(1:1) furnished reddish brown rod shape single crystals of complex 

[Co(ppytbH) 2 ] (ClO 4 ) 2 ( 1 ) ( Scheme 1 ). 

Fig. 4. Cyclic voltammogram of 1 in acetonitrile solvent containing tetrabutyl- 

ammonium perchlorate as a supporting electrolyte at scan rate100 mV/s. 

Fig. 5. Thermogravimetry plot of ppytbH and 1 . 

3.1. Spectroscopic study 

3.1.1. NMR study of ppytbH 

The structure of the ligand ppytbH is assured by NMR Spec- 

troscopy, FT-IR and X–ray crystallography. The 1 H–NMR experi- 

ment is performed in CDCl 3 . The signals obtained in the 
1 H NMR 

spectrum of ppytbH are in good agreement with the expected 

structure as shown in Figure S1. The signal at δ 11.649 ppm can be 

assigned for benzoyl pyridyl hydrazone (–NH) proton. The single 

peak observed at δ 8.672 ppm indicates the proton attached with 

C1 atom. Another single peak found at δ 8.376 ppm is attributed 

to the proton at C3. The doublet peak observed at δ 7.96 ppm 

may be due the presence of proton at C4. Another doublet peak 
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Fig. 6. Molecular structure of ppytbH shows the atom numbering scheme. Ellipsoids are drawn at the 50% probability level (a).HOMO and LUMO energy level diagram of 

ppytbH (b). 

Fig. 7. Molecular structure of 1 showing the atom numbering scheme. Ellipsoids are drawn at the 50% probability level (a). HOMO and LUMO molecular orbital picture of 1 

in (b). 

at δ 7.87 ppm counts two protons and can be the protons attached 

with C21 and C17. The doublet peak at δ 7.71 also counts two pro- 

tons that can be attached to C18 and C20 with J value 8.0 Hz. The 

doublet at δ 7.66 ppm corresponds to a single proton and this can 

be assigned to the proton attached to C3. The multiplet at δ 7.43–

7.37 ppm can be assigned for the protons attached to C8–C12. Two 

multiplets in the region δ 7.29 and 7.17 ppm represent one proton 

while the multiplet at 7.26–7.20 ppm corresponds two protons. The 

upfield peak at δ 7.17 ppm for a single proton may correspond to 

proton attached to C14. No peak was found in the low field re- 

gion δ 3.0 to 3.5 ppm corresponding to CH 2 proton of azo form 

of ligand, which signifies that the ligand does not show any dy- 

namic isomerism in CDCl 3 . The 
13 C NMR spectrum of ppytbH con- 

sists fourteen peaks in the region of aromatic carbon atoms except 

the solvent peak at δ 74 ppm (Fig. S2). Mostly deshielded carbons 

in the thiazole ring (C13 and C15) can be assigned to the peak at 

δ 148.5 ppm while the peaks at δ 129.7 and 129.3 ppm can be 

assigned for two adjacent carbon atoms (C1 and C5) to nitrogen 

atoms in pyridine ring of ppyztbH. The azomethine carbon (C6) 

and cyanide carbon (C22) peak are also expected in the aromatic 

carbon region and can be assigned to the peaks at δ 139.0 and 

122.65 ppm, respectively. 

3.1.2. FT-IR study of the ppytbH and 1 

The IR spectra of ligand and complex are performed in solid 

state with KBr pellet. Ligand ( ppytbH ) displays low intense broad 

band at 3326 cm 

–1 indicates the presence of and hydrazone (–NH) 

bond ( Fig. S3 ) . High intense sharp band at 2200 cm 

–1 attributed 

to the presence of nitrile (–C ≡N) group in the ligand moiety. The 

observed peak at 1524 cm 

–1 is due to the vibration of C = N bond 

(thiazole ring). Low intense peaks at 1272 and 764 cm 

–1 indicate 

the stretching vibration frequency of –N–N and –C = S (thiazole 

ring) bonds, respectively. Another peak is found at 687 cm 

–1 which 

implies Cl–O stretching vibration [35, 36] . Complex 1 shows low in- 

tense broad band at 3326 cm 

–1 for (–NH) bond are remain un- 

changed in coordination environment around Co(II) (Fig. S4). An- 

other stretching vibration peaks are found at 2197 cm 

–1 for ν(C ≡N) , 

1578 cm 

–1 for ν( C = N ) , 1392 cm 

–1 for ν( C = C ) , 805 cm 

–1 for 

ν( C = S ) of thiazole ring and 681 cm 

–1 for ν(Cl–O) of perchlorate. 

The IR peaks with appropriate assignment of ppytbH and 1 are 

summarized in Table S1. The FT-IR peak of the ligand when com- 

pared to the peaks in complex, the point of attachments is es- 

tablished. The vibrational frequency of C = N bond shifted to the 

higher frequency range on complex by 54 cm 

–1 due to bonding 

through azomethine nitrogen. The frequency of C = S also shifted 
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Fig. 8. Effect of compounds on cytotoxicity of U-937 cells. U-937 cells (50 0 0 cell/well of 96-Well plate) are treated with different concentrations of ligand ( ppytbH ) and its 

derivatives 1 for 72 h in triplicate. MTT cell viability was assayed. Mean cell death from triplicate samples were calculated in percentage, considering untreated cell death 

is 0% and indicated in graph (A) . U-937 cells are treated as shown above for 72 h with different concentrations of ppytbH and 1 and MTT assay was done and percentage 

of cell viability was plotted in group (B) . Data were transformed, normalized and IC50 values were calculated using Graph pad Prism. Data represents mean of the three 

independent experiments. 

Fig. 9. Effect of com pounds on cytolysis. U-937 cells are treated with IC50 value of 

ppytbH and 1 for 24 h of treatment. LDH release is plotted as percentage against 

triton X-100, which is considered as 100% and untreated cells’ value is considered 

as 0%. 

to higher frequency range on complexation which explains the co- 

ordination of N-atom. 

3.1.3. UV–visible spectral study ppytbH and 1 

The electronic spectra of the ppytbH and 1 are given in Fig. 1 (a) 

and (b), respectively and the spectral data are giving in the Table 

S2. The absorption band of ppytbH at 333 nm and 375 nm arise 

due to intra–ligand π–π ∗ and n–π ∗ transitions in azomethane 

and thiazole ring [37, 38] . Complex 1 shows two distinct ab- 

sorption bands at 513 nm and 320 nm which can be assigned 

to the 4 T 1g (F) → 

4 T 2g (F) ( ν1 ) and 
4 T 1 g(F) → 4T 1g (P) ( ν3 ) electronic 

transition, respectively; which are conceived distorted octahedral 

high spin Co(II) complex in presence of ligand field environment 

[39–41] . The broad band at 513 nm can be assigned to the com- 

bination of 4 T 1g (F) → 

4 T 2g (F) ( ν1 ) and 
4 T 1 g(F) → 4T 1g (P) ( ν3 ) transi- 

tions for a distorted octahedral Co(II) complex [42] . The peak at 

320 nm in the spectrum is due to the n–π ∗ and π–π ∗ transition 

in ligand part. 

Fig. 10. Caspase activity upon treatment with ppytbH and 1 . U-937 cells (1 ×10 6 ) 

are treated with 40 μm of each compound at 37 °C for 24 h. The cell lysate is 
incubated with fluorescent substrate Z-DEVD–AMC (supplied with kit) in 96-well 

plate for 20 min, 40 min and 60 min. Then, fluorescence intensity is measured at 

excitation λex = 342 using Spectramax M5 by Molecular Devices and Softmax pro 

7.0 software. Doxorubicin (1 μM) is used as positive control. 

Fig. 11. Cleavage of PARP upon treatment with ppytbH and 1 . U-937 cells 

(2 ×10 6 /mL) were treated with 25 μM concentrations of ppytbH and 1 for 24 h. 

Whole cell lysate was run on Western blot and probed against cleaved PARP anti- 

body. Doxorubicin (3 μM) treated cells was used as positive control. 
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Fig. 12. Live and dead cells upon treatment with ppytbH and 1 . U-937 cells (1 ×10 6 ) were treated with ppytbH or its derivative 1 ( 20 μM each) and doxorubicin (2 μM) for 

24 h. Live and Dead assay was carried out after staining the cells with Calcein AM and PI. The cells were visualized under florescence microscopy (A) and the number of red 

cells (as dead) are indicated in percentage (B). 

Fig. 13. Cytotoxic effect of ppytbH and 1 on PBMC. PBMC (10 4 cells/well) are treated in triplicate with the concentrations of IC50 and twice of it (IC50 ×2) of each for 24 h. 

MTT assay was done and cell death is calculated, considering untreated cells’ value as 0%. 

3.1.4. Fluorescence spectroscopy study 

The fluorescence spectral properties of ppytbH and 1 are stud- 

ies in methanol solution at room temperature. No emissions bands 

are observed if an excitation wavelength resembles to the lowest 

energy absorption are applied. Both the compounds show strong 

emission band. The emission maxima are observed at 427 and 

448 nm for ppytbH and 1 , respectively as shown in Fig. 2 [43] . 

The emission wavelength both ppytbH and 1 show a positive shift 

of about 28 to 57 nm compared to those of excitation maxima 

Table S2. 

3.1.5. Cyclovoltammetric study 

Biological activity, metabolic properties, chemical and electro- 

chemical reaction of organic ligand and its metal complex de- 

pends on its redox properties. The electrochemical behavior of 

the compound attests the potent anticancer efficacy against U- 

937 (human monocytic cells). The cyclovoltametry study of ppytbH 

and 1 has been performed in dry acetonitrile using supporting 

electrolyte, tetra butyl ammonium perchlorate (0.1 M) at room 

temperature. In electrochemical experiment, 0.1 M concentration 

of electrolyte is used. As can be shown in Fig. 3 , the ligand 

reduces at –0.71 V (A) and –1.5 V (B) and the corresponding 

reverse oxidation processes are observed at + 0.10 V (D) and 

+ 0.78 V (C). 

The CV of 1 in Fig. 4 shows two reduction potential peaks at 

0.68 V (A1) and 0.90 V (A2) versus Ag/AgCl in saturated KCl, in- 

dicating that the Co(II) is reduced to Co(I) and then the Co(I) is 

reduced to Co(0), respectively while in reverse process two oxida- 

tion potential peaks observed at 0.78 V (C1) and 1.0 V (C2) im- 

plying Co(1) → Co(II) and Co(0) → Co(I), respectively. Both the ligand 

and complex shows quasi reversible behavior. 

3.1.6. Thermogravimetry analysis of ppytbH and 1 

The thermal stability, purity and composition of a compound 

can be qualitatively estimated by TGA analysis. Thermogravimetry 

analysis curve of ppytbH consists three distinguishable decomposi- 

tion steps ( Fig. 5 ). The first step of weight loss in the temperature 

range 30–110 °C comprises the loss of moisture and one mole of 

water of crystallization which accounts 8.31% of total mass (calcd. 

3.65%). The difference between the estimated value and calculated 

value is due to moisture content of the sample. The second step 

is a sharp mass loss of cyanobenzothiazole unit which is equiva- 

lent to 39.2% of total mass (calcd. 40%) in the temperature range 

250–300 °C. The removal of perchlorate ion happens in the third 

step of decomposition with a mass loss equivalent to 19.5% (calcd. 

20.18%) in the temperature range 30 0–60 0 °C. High temperature is 

required to remove perchlorate ion because it is attached through 

a strong ionic bond in the molecule. In the last step of decompo- 

sition (60 0–80 0 °C), nitrogen gas and residual organics evaporate 
completely without keeping any residue. The decomposition steps 

of ppytbH are represented in scheme 2 . TG plot of 1 reveals that 

the molecule releases three moles of water of crystallization on 

heating at 250 °C, which is equivalent to the weight 4.62% (calcd. 

5.02%) ( Fig. 5 ). The results suggests that the water molecules are 

strongly attached through hydrogen bonds. The prominent weight 

loss is observed above 250 °C as indicated in the second step of 
scheme 3 . In this decomposition step (250–600 °C), one unit of 
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Fig. 14. Fluorescence quenching curves of EB bound to DNA by ppytbH (a) and 1(c) ([complex] = 0–46.8 ×10 −6 M). The arrow indicates the intensity quenching with 

[compound]. Plot of I 0 /I vs. [compound] for ppytbH (b) and 1 (d) ( λem = 610 nm). 

Fig. 15. Hydrophobic and hydrogen bond interaction of ppytbH with CT–DNA. The DNA is shown in surface. Ligand is shown in ball stick model. 

cyanobenzothiazole azo of each associated ligand is lost which ac- 

counts about 37.96% of the total mass and the loss is very close to 

the calculated value (37.21%). The third step of decomposition of 1 

is attributed to the loss of two moles of ClO 4 
– and two moles of 

N 2 leading to formation of P. The estimated amount for this pro- 

cess is found 31.19% (calcd. 31.91%). The complex (P) needs temper- 

ature above 800 °C to decompose into cobalt residue. The probable 

decomposition steps are illustrated in the scheme 3 . The thermo- 

gravimetry analysis of ppytbH and 1 attest the result of crystallog- 

raphy. 

3.1.7. X-ray crystallography description of the ppytbH and 1 

X-ray crystallography structure of the ppytbH and 1 are given 

in Figs. 6 and 7 , respectively. All crystallography parameters, bond 

distance and bond angle are given in the Table S3–S5. The unit cell 

of ppytbH contains one unit of perchlorate and one unit of wa- 

ter of crystallization. Hydrogen bonding is observed between water 

and perchlorate ion. The O100 and H10a atom in water molecule 

formed intermolecular hydrogen bonds with H1a attached with 

pyridyl nitrogen at distance 2.10 Å and O14 of perchlorate ion 

with distance 2.10 and 2.00 Å, respectively (Fig. S5). The pyridyl 
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Fig. 16. Hydrophobic interaction of 1 with CT–DNA. The DNA is shown in surface. Ligand is shown in ball stick model. 

Scheme 1. Synthesis of ppytbH and its cobalt(II) complex. 

Scheme 2. Fragmentation of ppytbH . 

and phenyl ring are oriented in space perpendicularly to minimize 

steric repulsion. The dihedral angle between pyridine and phenyl 

ring is 53.23 ᵒ . The DFT study of ppytbH evaluates the HOMO and 

LUMO orbital picture as given in Fig. 6 (b). The thiazole unit of lig- 

and contributed more in HOMO than LUMO. The energy gap be- 

tween HOMO and LUMO is estimated 1.8786 eV. 

The crystallography data shows that complex 1 is a monoclinic 

crystal system with space group P 21/c. The ppytbH behaves as 

neutral tridentate NNN donor during complexation with cobalt(II). 

The coordination environment around cobalt displays distorted oc- 

tahedral geometry with two cis pyridinyl nitrogen, two cis thiazole 

nitrogen and two trans azomethine nitrogen atoms. The two lig- 

ands are perpendicularly oriented in mer configuration. In asym- 

metric unit, the perchlorate ion (ClO 4 
–) that present outside of 

the coordination zone satisfies the primary charge of the central 

cobalt. The pyridyl nitrogen (N1 and N6) and thiazolyl nitrogen (N4 

and N9) of ligand occupied the equatorial positions of the octahe- 

dron in such a way that pyridyl nitrogens and thiazolyl nitrogens 

are cis to each other ( Fig. 7 ) but both the nitrogen atoms are con- 

figured trans to the nitrogen atom of thiazole ring in the same di- 

rection making a ring. The central cobalt atom is placed by 0.33 Å 

above from the equatorial plane. Two axial Co–N2 (2.10 Å) and Co–

N7 (2.07 Å) bonds are found shorter than equatorial bonds (Co–

N4, 2.132 Å; Co–N1, 2.142 Å; Co–N6, 2.143 Å and Co–N9, 2.157 Å 
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Scheme 3. Fragmentation of 1 . 

Table 1 

Calculated E H , E L , energy band gap ( E H –E L ), chemical potential ( μ), electronegativity ( χ ), global hardness ( η), global soft- 

ness( S ) and global electrophilicity index ( ω) for ppytbH and 1. 

Compound HOMO (eV) LUMO (eV) ( E L ̶ E H ) eV X (eV) M (eV) H (eV) S (eV) −1 ω = μ2 /2 η

ppytbH –8.4264 –6.5478 1.876 7.4871 –7.4871 1.876 0.5330 14.9404 

1 –11.1036 –7.8827 3.584 9.4931 –9.4931 3.584 0.2790 12.5723 

(Table S4). The N4CoN7 and N9CoN2 bond angle are 119.33 ͦ and 

117.69 °, respectively which are larger than the idealized bond an- 

gle 90 °. Consequently, the axial bond angle N2CoN7 is found to 
be 162.48 ° instead 180 °. The above bond distances and bond an- 
gles parameter of 1 attributed to a strong distortion (z–in) in the 

molecule of low spin Co(II) (d 7 = t 2g 
6 e g 

1 ). The complex is stabilised 

through intermolecular hydrogen bonding with hydrogen bond dis- 

tance 1.96 Å along b axis (Table S6). The supramolecular chain 

is formed by H–bonding and π–π stacking interaction. The π–π
stacking is obtained between thiazole ring and phenyl ring at a 

distance 3.83 Å (Fig. S6). HOMO and LUMO picture of 1 ( Fig. 7 b) 

implies that the participation of metal orbitals is less in the forma- 

tion of HOMO and LUMO compared to ligand orbital contribution. 

Calculated energy difference between HOMO and LUMO is found 

3.3584 eV. The bond value sum (BVS) calculation is also indicative 

of oxidation state + II for the cobalt (Table S7) [44] . 

3.1.8. Chemical reactivity of ppytbH and 1 

HOMO and LUMO energy gap of ppytbH ( Fig. 6 b) and 1 

( Fig. 7 b ) are 1.876 and 3.584 eV, respectively. Chemical reactiv- 

ity of organic and inorganic compounds has been successfully pre- 

dicted with DFT based descriptors like electronic chemical poten- 

tial ( μ), chemical hardness ( η), chemical softness ( σ ), absolute 

electronegativity ( χ ) and electrophilicity index ( ω) [45] . All the 

values are given in the Table 1 . At the outset, anticancer agents 

bind to sulfur-rich biomolecules generating intermediates which 

regarded as ‘drug reservoirs’ [45, 46] . Chemical hardness of a com- 

pound is calculated with the equation η (hardness) = ( E LUMO –

E HOMO ), which correlates the stability and reactivity of the chem- 

ical species. Chemical softness is the reverse property of chemical 

hardness and represented as S (softness) = 1/ η. Higher the value of 

HOMO-LUMO energy difference higher will be hardness and lower 

of its reactivity [47] . 

The values of hardness and softness indicate that ppytbH is 

the softest among the compounds under discussion and it has 

high tendency to accept electron. The higher electronic chemical 

potential ( μ) [ μ = –χ = – ½ ( E LUMO + E HOMO ), where χ de- 

notes global electronegativity] imparts more reactiveness to the 

species. The trend of μ values is consistent with the S (soft- 

ness). The softness of ppytbH is higher value of μ. Global elec- 

trophilicity index ( ω) measures the tendency/receptivity of com- 

plex to achieve an additional electronic charge from the environ- 

ment [where ω = μ2 /2 η = χ /2 η] [48] . Electrophilicity index val- 
ues interpret that ppytbH is more electrophilic and will be more 

reactive species towards DNA base pair than 1 [49] . Generally the 

cytotoxicity of a compound depends on the structural features. The 

ligand ( ppytbH) has nearly planar structure and it is sterically less 

hindered. It might be interacted easily the double stranded helix 

of DNA compare to bulky 1 . 

3.4. Biological activity 

3.4.1. Cytotoxicity assay of ppytbH and 1 

U-937 human monocytic cells are used to determine the an- 

ticancer properties of the compounds under investigation. The 

ligand ppytbH shows better cytotoxic effect against U937 hu- 

man monocytic cell line than metal complex. The IC50 values are 

12.76 ± 0.75 μM and 12.81 ± 1.37 μM for ppytbH and 1 , respec- 

tively as shown in Fig. 8 a and 8 b. The cytotoxicity of a compound 

depends on the structure, electronic environment, redox behavior, 

lability, coordination environment and oxidation state. The struc- 

tural changes influence some interesting biological functions which 

may help to understand the structure-activity relationship. Further 
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Table 2 

Different interaction energy of ppytbH and 1 with CT–DNA are giving in Kcal/mol. 

Compound 

vdW + H 

bond + dissolving 

energy 

( �G vdW + hb + desolv ) 
Electrostatic energy 

( �G elec ) 

Total internal energy 

( �G total ) 

Torsional free energy 

( �G tor ) 

Unbound system’s 

energy ( �G unb ) 

Binding free Energy 

( �Gbinding) 

ppytbH – 8.63 – 0.15 – 1.63 + 1.49 – 1.63 – 7.13 

1 – 5.58 – 0.01 – 4.72 + 1.19 – 4.72 – 4.39 

optimization in the structure of the compound can be manipulated 

on the basis of the result to make it most effective one. 

3.4.2. LDH release assay of ppytbH and 1 

LDH assay of the compounds is employed to differentiate apop- 

totic (programmed cell death) activity to necrotic activity [50] . We 

observed that these compounds exert cytotoxicity in tumor cells. 

Lactate dehydrogenase (LDH) enzyme, marker of cytoplasm leakage 

due to necrosis, is assayed to elucidate the physiological pathway 

followed by compounds to explain their action on cells. U-937 cells 

are treated with the compounds ppytbH and 1 at respective IC 50 
value to release of LDH. The amount of LDH release was quanti- 

fied after 24 h post-treatment. The ppytbH and 1 have shown 6.6% 

and 35.2% LDH release at the concentration of IC 50 values, respec- 

tively. The ppytbH has shown 10.2% LDH release at double IC50 

value whereas 1 has not shown any LDH release at double IC50 

values at 24 h treatment ( Fig. 9 ). These data suggest that ppytbH 

and 1 might follow the apoptotic mode of cell death, not necrosis 

significantly. 

3.4.3. Caspase 3 activity of ppytbH and 1 

The EnzChek TM Caspase-3 Activity Assay Kit is a fluores- 

cent probe that identified the activity of caspase-3 in cell lysates 

[39, 40] . The apoptotic mode of cell death is confirmed by using 

EnzChek TM Caspase-3 Assay Kit #1. The basis for the Caspase-3 

assay is the aminomethyl coumarin (AMC)-derived substrate Z- 

DEVD-AMC, which is a weak fluorescent in UV range but prote- 

olytic cleavage by caspase 3 gives bright and blue fluorescence at 

emission maxima 441 nm ( λex = 342 nm). Therefore, the amount 

of AMC produced is equal to the number of apoptotic cells in the 

test sample. The lysate of U-937 cells treated with ppytbH and 1 

show Caspase 3 activity at 20 min and the Caspase 3 activity is 

pronounced with time. Both the compounds ppytbH and 1 show 

caspase 3 activity, even after 20, 40 and 60 min of incubation 

( Fig. 10 ). Both LDH release and Caspase 3 assay cumulatively sug- 

gest ppytbH and 1 exhibit an apoptotic mode of cell death but an 

apoptotic mode of cell death of ppytbH is slightly higher than 1 . 

3.4.4. PARP cleavage in western blotted method 

Poly (ADP-ribose) polymerase (PARP) is a high abundant nu- 

clear enzyme which involved in the DNA repair process. The ac- 

tivation of the specified apoptosis family of proteases Caspases re- 

sults in cleavage of PARP. The cleavage produces C-terminal 89 kDa 

fragment which is detected by western blot. The occurrence of an 

apoptotic mode of cell death is further validated employing in vitro 

PARP cleavage ( Fig. 11 ). Apoptosis nature of ppytbH is further sup- 

ported by the appearance of band of cleaved PARP at 89 kDa at 

a concentration of 25 μM. The non-appearance of the correspond- 

ing bands for 1 reveals it’s less potent than ppytbH . So it can be 

concluded that ppytbH shows potent antitumor activity than 1 fol- 

lowing apoptosis mode of cell death mechanism [51] . This fact is 

also attested by the low level of LDH release assay of ppytbH . It is 

interesting to note that metal derivative ( 1) shows the base level 

of LDH release but do not show any sign of PARP cleavage. 

3.4.5. Live and dead cell assay 

U-937 cells are treated with 20 μM of each compound by in- 

cubating at 37 °C in 5% CO 2 incubator for overnight. The cells are 

treated with 1 μM of doxorubicin which is used as control. Cells 

are washed thrice with PBS and stained with 5 μM calcein-AM 

fluoresce in acetoxy methyl ester along with propidium iodide to 

assess the live and dead cell population in the treated cells. As 

can be shown in Fig. 12 (A), calcein-AM stained green cells are 

live where propidium iodide stained red color cells are dead. The 

stained cells are observed under Olympus IX73 Fluorescent Micro- 

scope [52, 53] . The data show that almost 94% cells are dead upon 

treatment with ppytbH whereas, 34% by 1 at 20 μM concentration 

( Fig. 12 B). The above result implies ppytbH is more reactive than 

its cobalt(II) complex. 

3.5. Peripheral blood mononuclear cell assay of ppytbH and 1 

The concentrations of IC50 and twice of it for ppytbH and 1 

were used to determine the cytotoxicity on primary cells (PBMC). 

The both ppytbH and 1 did not show any cell death effect towards 

PBMCs ( Fig. 13 ). This result suggests that both compounds are non- 

toxic to cells as these are not inducing cell death in PBMC indicat- 

ing the use of ppytbH and 1 as potential anticancer agent as safe 

molecules against tumor cells. 

3.5.1. DNA-Binding study with fluorescence method using etbr 

indicator 

Fluorescence measurement is useful method to ascertain the in- 

teractions of DNA base pair with the compounds under investiga- 

tion. The interaction of the compounds with DNA is monitored us- 

ing fluorescence probe ethidium bromide, because of its strong in- 

tercalation nature with DNA [54] . EB emits instant fluorescence at 

about 617 nm in presence of DNA in 50 mM Tris–HCl buffer so- 

lution (pH = 7.4). The characteristics fluorescence of EB is quenched 

by the addition of drug molecule due to the reduction of binding 

sites between EB and DNA [55, 56] . As shown in Fig. 14 , the fluores- 

cence is quenched with the concentration of the tested molecules. 

Stern-Volmer equation is applied to determine the relative binding 

properties of ppytbH and 1 from the slope of the straight line ob- 

tained from the plot of fluorescence intensity versus concentration 

of compound [57] . The apparent binding constant is obtained from 

the equation K app ×[compound] 50 = K EB ×[EB], where K app is the ap- 

parent binding constant of the complex studied, [compound] 50 is 

the concentration of the molecule at 50% quenching of DNA-bound 

EB emission intensity, K EB is the binding constant of EB (where 

K EB = 1.0 ×10 7 M 

–1 ) at concentration 2.96 μM (EB) [57] . The appar- 

ent binding constant of ppytbH and 1 are estimated with value 

0.60 ×10 7 and 0.20 ×10 7 M 

–1 , respectively at room temperature. 

The estimated Kapp values are very close to the binding constant 

for the classical intercalators or metallointercalators (10 7 M 

–1 ) [58] . 

It can be concluded that the ligand and complex are good interca- 

lator to the base pair of CT-DNA [59] . 

3.6. Docking study with ct–dna 

Energetically most favourable conformation of dock poses for 

ppytbH and 1 are given in Fig. 15 and 16 and different interac- 
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tion energy of ppytbH and 1 with DNA are giving in Table 2 . It 

is found that the free binding energy of ppytbH (– 7.13 Kcal/mol) 

is more negative than 1 (– 4.23 Kcal/mol). The planar ppytbH can 

easily interact with the empty cavities and base pair receptors of 

the double standard helix of DNA [60, 61] . The interactions mainly 

hydrophobic type which acted between electronic charge of the 

tested small molecules with base pair of G16, C15, Al14, G30, T31, 

G13, C32, G12, C33 and A34 for ppytbH and T26, C10, G27, G17, 

C23, G13 and C15 for 1 . The docking result suggests that ppytbH is 

more reactive than 1 . Therefore, it can be concluded the theoreti- 

cal study corroborates to the biological evaluation studies like MTT 

assay, LDH release assay, PARP cleavage, caspase 3 activity, Live and 

dead cell assay and PBMC assay of the molecules under discussion. 

4. Conclusion 

A novel thiazolyl pyridine ligand, namely 4-(2-(2-(phenyl 

(pyridine-2-yl)methylene)hydrazinyl)thiazole-4-yl)benzonitrile ( pp 

ytbH ) and its mononuclear cobalt(II) complex ( 1 ) have been syn- 

thesized and characterized by various spectroscopic and X-ray 

crystallographic methods. Both ppytbH and 1 exerted high level 

of in vitro cytotoxicity against U-937 human histiocytic lymphoma 

cells with IC 50 values 12.76 and 12.81 μM, respectively. The apop- 

tosis modes of cell death of the compounds are confirmed by cas- 

pase 3 activity study, PI-stained red cells’ number (Live and Dead 

assay), and PARP cleavage assay. However, both compounds did not 

show significant cytolysis (LDH release upon treatment) and com- 

pare to compound ppytbH and 1 did not show any cytoplasmic 

leakage suggesting this group of compounds are safe for their ac- 

tivity to exert cell death effect and for further use as cancer ther- 

apeutics. The compounds do not show any cytotoxicity against pe- 

ripheral blood mononuclear cell (PBMC) which suggests that these 

are non-effective to primary cells indicating no side-effect as ther- 

apeutics. The apparent fluorescence binding constant (K app ≈ 10 7 

M 

–1 ) and free binding energy ( �G = –7.13 Kcal/mole for ppytbH 

and –4.39 Kcal/mol for 1 ) suggest intercalative binding mode of 

the molecules with CT DNA. Having property of electron acceptor, 

the ppytbH is more electrophilic in nature compare to 1 . Besides 

these, due to planar and less sterically hindered conformation of 

ppytbH than 1 , it can interact with the biological molecules, in- 

cluding DNA and proteins more comfortably. This might help to 

interfere the cell signaling cascades that required for cell growth 

especially in tumor cells. Tumor cells are more affected due to the 

high metabolic activity and it uptake the materials from the sur- 

roundings is more that required for rapid proliferation, compare to 

primary cells. The pronounced cell death was observed in tumor 

cells, but not the primary cells, like PBMC. Overall, the new thi- 

azolyl pyridine class of compounds, especially more planer com- 

pound ppytbH have the upper hand to cut the life line of tumor 

cells which needs to be tested in vivo before going for clinical 

trial as future anti-cancer therapeutics. Synthesis of novel and new 

derivatives of thiazolyl pyridine will open a new avenue on further 

exploration. 
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Abstract: A large part of reclaimed wetland in the Eastern fringe of Kolkata is being used for maize farming. Fertilizers are frequently being 

added to the soil by maize growers in order to obtain better yield as well as to improve the soil quality in many cases. In this study, effect of 

supplementation of urea and neem fertilizer in wetland soil on zinc uptake by maize leaves and grains were investigated, as maize is one of 

the staple crops consumed by all irrespective of economic standards in our country and also throughout the world. 

 

Key words: Maize, Neem fertilizer, Urea, Wetland, Zinc, Immunity, Anti-Oxidant. 

I. INTRODUCTION:-  

 

India is an agro-based country. As until 2018, agriculture employed more than 50℅ of the Indian work force and contributed 17–18% to 

country's GDP. Across seasons, varieties of crops are grown throughout the country going in accordance with the quality of the soil, fertilizers 

and other allied factors. Quality of the soil, where a particular crop is grown plays a very crucial role in deciding not only the yield but also the 

nutritional index of the crop itself. This depends on a number of factors like the ability of the soil to make essential nutrients available to the 

crops, aeration, percentage of heavy metals in the soil etc. The number of heavy metals found in any soil plays a pivotal role in estimating the 

quality of the soil. Heavy metals like copper, zinc and arsenic can prove to decisive weather a particular soil can be used for farming or not. 

The use of fertilizers for better yield of crops are a must nowadays  given the demand and supply ratio throughout the country and even in the 

export relations abroad.  

The wetland located in the Eastern fringe of Kolkata is famous for dumping wastes. At the same time, these wetlands are also being used for 

agricultural purposes. Maize is a very important crop due to its nutritional values (Nuss and Tanumihardjo, 2010) and also because it acts as 

an important raw material in several industrial applications. Maize farming is a popular practice in these wetland areas. Maize farmers supply 

different fertilizers in their field regularly for better yield.  Urea is frequently being used by maize growers as it is an inexpensive form of 

nitrogen fertilizer.  In addition to it, farmers are now using organic fertilizers in their field also.  

Several studies have confirmed the presence of different heavy metals in wetland soil (Chattopadhyay et al., 2002; Khatun et al., 2016; Dutta 

et al., 2016). Zinc, a heavy metal, also found to be present in the wetland soil (Das et al., 2014), proves to be a very important one for human 

body as it has anti-oxidant properties and acts both as a co-factor for enzymes like carbonic anhydrase and inhibitor for enzymes like NADPH 

Oxidase. At the same time, excessive concentrations of zinc can lead to unwanted toxicity in the body. Maize plant is a significant accumulator 

of zinc (Lu et al., 2015).  During the present investigation, a field experiment was conducted to study the effect of supplementation of urea and 

neem fertilizer in wetland soil on zinc uptake by maize leaves and grains. Our study is based on the effect of some fertilizers in supplementing 

the uptake of heavy metal (in our case, zinc). The study was carried forward with the following objectives:- 

 To improve the yield of maize, an inexpensive staple crop available to all irrespective of socio-economic standards in an eco-friendly 

manner 

 To test whether the incorporation of organic fertilizers increase the zinc uptake in maize plants, which is a natural accumulator of 

zinc. 

 To exploit the anti-oxidant property of zinc at a non-toxic concentration which helps us to reduce oxidative stress and boost our 

immunity, which is the need of the hour. 

 

II. Materials and Methods: 

 

2.1. Growing plants in the field: 

Three plots (33 sq. m each) were selected in reclaimed wetland in the eastern fringe of Kolkata (Latitude - 22.572645, Longitude - 88.363892). 

One plot was used as control while the other two were used for urea and neem fertilizer treatment separately. Maize seeds (Cv. MSF 56) were 

disinfected with 0.1% HgCl2 solution for 5 minutes , washed thoroughly with sterile distilled water , soaked in water for overnight and then 

sown in rows (60- 75 cm apart) in the field (wetland soil).  
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2.2. Supplementation of urea and neem fertilizer in the soil: 

 

Maize seeds (Cv. MSF 56) sown in wetland soil was supplemented with urea and neem fertilizer at the rate of 150 and 500kg / ha respectively. 

Leaves and cobs of 88 old day plants were collected and the amount of zinc was estimated.  

 

2.3. Estimation of zinc: 

Zinc content in the sample was estimated using Atomic Absorption Spectrophotometer  

(Perkin Elmer 2380). 

 

 

III. Results:- 

 

3.1. Effect of supplementation of urea and neem fertilizer (Neem shield) on zinc uptake by maize leaves 

 

The results of Zinc uptake by leaves of maize plants (Cv. MSF 56) are given in Table 1.  

 

Table 1. Effect of supplementation of urea and neem fertilizer (Neem shield) on zinc uptake by maize leaves 

 

 

Treatment 

Average zinc content (µg /g dry wt.)  

in leaves 

 

Untreated 

( control ) 

 

13.93 ± 0.467 

Treated 

(fertilizer) 

Urea 

 

12.97 ± 0.467 

 

Neem fertilizer 

 

34.50 ± 0.467 

 

 

 

Results show that addition of neem fertilizer to wetland soil increased zinc uptake significantly by maize leaves when it is compared to untreated 

set and urea treatment too. In case of neem fertilizer treatment, 147.66 % enhancement in zinc uptake was noticed in relation to control. A   

decrease (6.89 %) in zinc uptake has been noted in case of urea treatment when it is compared to untreated control set. 

 

3.2. Effect of supplementation of urea and neem fertilizer (Neem shield) on zinc uptake by maize grains 

The results of zinc uptake by cobs of treated maize plants (Cv. MSF 56) are given in Table 2. 

 

Table 2. Effect of supplementation of urea and neem fertilizer on zinc uptake by maize grains 

 

Treatment 

 

Average zinc content (µg /g dry wt.) in grains 

 

Untreated 

( control ) 

 

10.13 ± 0.467 

 

Treated 

(fertilizer) 

Urea 

 
26.50 ± 0.467 

Neem fertilizer 

 
27.30 ±0.467 
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Results reveal that addition of fertilizer to wetland soil enhanced zinc uptake by maize grains. Urea and neem fertilizer treatment showed 161.6 

% and 169.49 % increase in zinc uptake respectively.  Supplementation of neem fertilizer showed a slight increase in zinc uptake in comparison 

to urea. 

 

IV. Discussions:- 

 

Maize plant is responsive to zinc sources (Ruffo et al. 2016). Lu et al., 2015 also proved that presence of  heavy metal  in the soil  resulted  in 

the accumulation of heavy metal content specially zinc in maize plant. A great effect of nitrogen fertilizer on zinc absorption by winter wheat 

has been established by Zhao et al, 2016. They showed that nitrogen application increased total Zn accumulations and Zn concentrations of 

each plant part of winter wheat. Furthermore, it was also noted that appropriate N application increased Zn content in grains. The results 

obtained from our study shows the increase in the amount of zinc uptake via supplementation with fertilizers as nitrogen sources which 

automatically uplifts the nutritional value of these cobs as the anti-oxidant property of zinc allows reduction of oxidative stress in our body 

and builds up immunity which is the need of the hour amidst the deadly pandemic situation the world is stuck in today. These advantages 

acquired from zinc can be extracted from the maize grown in fertilized soil and owing to the fact that maize is an inexpensive staple crop 

consumed all around the world irrespective of the socio-economic status of people employed in varied sectors, this study can be our key to 

boost immunity in such a handy way amidst the COVID-19 crisis. The concentration of zinc accumulated in both the maize leaves and cobs, 

are well below the toxicity level but provides us with the added advantage that can be accumulated from zinc uptake whose mechanism is well 

explained by Gupta et al., 2016.  

 

V. Conclusion: 

 

Present experiment indicates that supplementation of fertilizer (urea and neem fertilizer) in wetland soil plays an important role in zinc uptake 

by maize plants.  Addition of neem fertilizer showed higher increase in zinc uptake in both maize leaves and grains (cobs) when it was compared 

to untreated control set which boosted the nutritional index of the maize and hence may lead to the improvement of the socio-economic status 

of the maize farmers.    
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A B S T R A C T 
A large part of reclaimed wetland in the Eastern fringe of Kolkata is being used for maize farming. Fungicides 
are frequently being used by maize growers. Leaf blight is a common disease of maize in this area which is 
caused by Exserohilum turcicum. Inhibited growth response of the pathogen was noted in-vitro when 
fungicides namely Chlorothalonil and Mancozeb were added the basal medium. Field experiment showed that 
the foliar spray of those two fungicides significantly controlled the disease intensity of maize leaf blight. 
Mancozeb was found to be most effective at 100 and 1500 μg/ml for selected and recommended doses 
respectively in field condition. 

 
Key words: Wetland, maize, Leaf blight disease, Exserohilum turcicum , Fungicide, Bioassay 

 
he vast tract of reclaimed wetland located in the eastern 

fringe of Kolkata is of tremendous importance to the 

dwellers of the city. The area has been acted as a municipal 

waste recycling ground in the backyard of the city and 

immensely contributing to the harmonious development of 

the people living in this fringe. At the same time, this 

wetland is also being utilized for agricultural purposes. 

Maize is a very important crop regarding its nutrition (Nuss 

and Tanumihardjo 2010) and also very significant raw 

material in several industrial applications. Maize farming is 

a popular practice in this wetland area. Because of the 

reclaimed nature of the wetland soil, infection of the crop 

plants is quite probable. Maize is susceptible to several 

foliar fungal spot and blight diseases (Balint-Kurti and Johal 

2009, White 1999). On the basis of the distribution of 

pathogenic organisms in the wetland area, Exserohilum 

turcicum is one of the major pathogens causing leaf blight 

disease of maize (Chakraborty and Purkayastha 1999). It 

causes serious problems in terms of leaf damage, and severe 

loss of grain yield (Wise 2011, Mueller and Wise 2013). 

Farmers are regularly applying fungicides to their corn fields 

for disease management and yield enhancement. A great risk 

is there involving residue-borne disease-driven yield loss in 

maize; it leads to greater interest in foliar fungicides (Wise 

and Mueller 2011). Chlorothalonil 

(tetrachloroisophthalonitrile) and Mancozeb (manganese 

ethylene bisdithiocarbarmate with zinc salt) are popular 

fungicides which are frequently being used by crop growers. 

In this investigation, two aforesaid fungicides have been 

applied to study their individual effect on growth response 

of E. turcicum as well as on the development of leaf blight 

disease of maize. 
 

MATERIALS AND METHODS 
Growing of plants in the field 

One plot (33 m2 each) was selected in reclaimed 

wetland in the eastern fringe of Kolkata. Maize seeds (cv. 

MSF 56) were disinfected with 0.1% HgCl2 solution for 5 

minutes, washed thoroughly with sterile distilled water, 

soaked in water for overnight and then sown in rows (60- 75 

cm apart) in the field (reclaimed wetland soil). 
 

Isolation and identification of causal organism of leaf blight 

disease of maize 

Infected maize leaves with characteristic spots (oblong 

to “cigar” shaped) were collected from the field. Small 

T 
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pieces of infected leaves were disinfected with 0.1% HgCl2, 

washed thrice with sterile distilled water and transferred 

aseptically to potato-dextrose-agar (PDA) slants. After 12 

days, the cultures were examined, described and identified 

as Exserohilum turcicum. 

 

Fungal culture 

The culture of E. turcicum was maintained at 4°C and 

also at room temperature (30-32°C). Subculturing was done 

at regular interval of time. To obtain spores in culture, Malt-

dextrose-peptone-agar (agar -25g, malt extract -20g, 

dextrose -20g, peptone -1g, distilled water -1L) medium was 

used. Since the number of spores gradually decreased in 

culture after 4-5 subculturing, infected plants were also 

maintained in the field for obtaining sporulating culture by 

fresh isolation of organism. 

 

Assessment of mycelial growth in liquid media 

Basal medium was prepared, dispensed in flasks (50 ml 

/ 250 ml flask), plugged with non-absorbent cotton and 

sterilized in autoclave.  After inoculation, the flasks were 

incubated for a desired period (8 days). At the end of the 

incubation period, the mycelia were collected, dried at 60°C 

for 96h, cooled and weighed. 

The composition of basal medium was as follows: 

Dextrose - 20g                                    Asparagine - 2 g 

KH2PO4 - 1 g                                      MgSO4,7H2O - 0.5 g 

Distilled water - 1 L                            pH - 5.6 

 

Preparation of fungicide solution 

Two fungicides namely Chlorothalonil 

(tetrachloroisophthalonitrile 75%) and Mancozeb 

(manganese ethylene bisdithiocarbarmate with zinc salt 80 

%) were used. Sterile distilled water was added for this 

purpose. Stock solutions were prepared on the basis of 

formulations and dilutions were made accordingly. A thin 

paste was made first which was mixed well with required 

volume of water.  

 

Bioassay of fungicides 

The basal medium (above mentioned) supplemented 

with 1.5% CaCO3 was autoclaved for 20 min at 1 atm. 

pressure (Steinberg 1935) to remove the trace element 

contaminants. After standing overnight, the clear solution 

was taken and supplemented separately with different conc.  

(1, 10, 50 and 100 μg/ml) of fungicides. Flasks were 

inoculated with the test organism i.e.  E. turcicum (one agar 

block with 4-day-old mycelia / flask) and incubated for 8 

days at room temperature (30 ± 1°C). At the end of the 

incubation period, the mycelia were collected, dried at 60°C 

for 96h, cooled and weighed. Control set (basal medium 

without any fungicide) was maintained in each case. 

 

Foliar spray with fungicides (Chlorothalonil and Mancozeb) 

Fungicide solutions for both Cholorothalonil and 

Mancozeb were prepared separately as already described. 

For Cholorothalonil, 100 and 1000 μg / ml concentrations 

were applied as selected and recommended doses 

respectively. These doses differed in case of Mancozeb 

which were 100 and 1500 μg/ml for selected and 

recommended doses respectively. Each concentration was 

applied as foliar spray in inoculated and non- inoculated 

plants. Foliar spray was carried out twice at an interval of 

48h before inoculation (first spray on 56-day old plants and 

second spray on 58-day old plants). Approximately 50 to 

100 ml of fungicide solution was used per plant. 

 

Inoculation technique and assessment of disease intensity 

Disinfected maize seeds were sown in rows (60-75 cm 

apart) and plants in the rows were spaced at 20-25 cm in the 

reclaimed wetland soil. Two leaves of each of ten treated 

and ten untreated plants (60-day-old) were inoculated at 

random with spore suspension (1×106 spores/ml) of E. 

turcicum by automizer and covered with moist polythene 

bags for 48h and then removed. 

Disease intensity was measured after 7,14, 21 and 28 

days following inoculation (Chakraborty and Purkayastha 

1999). The spots were graded into 4 size groups according 

to the length of the spot viz. < 2 mm; <5 mm; 5-10 mm and 

>10 mm with respective values of 0.01, 0.1, 0.2 and 0.4. The 

total number of spots of each size group was multiplied by 

respective value. The total score was divided by the total 

number of leaves inoculated. Disease index was calculated 

as follows: 

D.I. 
= 

Total score 

Leaf No. of leaves inoculated 
 

Control leaves were sprayed with sterile distilled water 

instead of spore suspension. 

 

RESULTS AND DISCUSSION 
Bioassay of fungicides 

Sterilized basal medium was taken, trace metal 

contaminants were removed and was supplemented 

separately with different conc. (1, 10, 50, 100 μg/ml) of 

Cholorothalonil and Mancozeb. Flasks were inoculated with 

the test organism i.e.  E. turcicum following the procedure 

as stated in Materials and Methods. Control (basal medium 

without fungicides) was maintained in each case. 

 

Table 1 Effect of fungicides (Chlorothalonil and 

Mancozeb) on mycelial growth of E. turcicum 

Concentration 

(μg/ml) 

Mycelial dry wt. (mg) with S.E. 

Chlorothalonil 

treatment 

Mancozeb 

treatment 

Control (Basal medium) 159.16 ± 4.69 170.30 ± 3.42 

1 103.81 ± 0.63 158.56 ± 4.29 

10 92.77 ± 0.52 145.46 ± 0.74 

50 5.72 ± 0.82 122.91 ± 0.79 

100 2.54 ± 1.48 104.07 ± 1.30 
Average of 5 replicates / treatment;      Initial pH - 5.6 
Incubation time - 8 days;                          Temperature - 30 ± 1° C 

 

Results in (Table 1, Fig 1) show that mycelial growth 

was decreased with increasing concentration of fungicides in 

both cases. Chlorothalonil was found to be more effective. It 

causes about 98% growth inhibition at 100 μg/ml level 

whereas 39% reduction in mycelial growth was observed in 
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case of Mancozeb treatment at same concentration. In 

another research, similar fungistatic response of fungicides 

was noted in case of E. turcicum grown in vitro. In that 

experiment, Chlorothalonil and Mancozeb in addition to 

other fungicides were used and showed 100% inhibition in 

fungal growth (Wathaneeyawech et al. 2015). 

 
   

Average of 5 replicates / treatment  
Initial pH - 5.6 
Incubation time - 8 days 
Temperature - 30 ± 1°C 

 

 Age of the plant - 60 days (at the time of inoculation) 
Age of culture - 15 days ;                   20 leaves / treatment (foliar spray) 
Temperature - 24.4-32°C 
Relative humidity: Maximum - 98.5%; Minimum - 47% 

Fig 1 Effect of fungicides (Chlorothalonil and Mancozeb) on 
percent reduction of mycelial growth in E. turcicum 

 Fig 2 Effect of foliar spray of fungicides (Chlorothalonil and 
Mancozeb) on percent reduction in disease intensity in relation 

to control in maize 

 

Effect of foliar spray of fungicides (Cholorothalonil and 

Mancozeb) on development of leaf blight disease of maize 

Two leaves of each of ten treated and untreated plants

were inoculated and disease intensity was measured 

following the steps as already described in Materials and 

Methods. Results are summarized in (Table 2, Fig 2). 

 

Table 2 Effect of foliar spray of fungicides (Chlorothalonil and Mancozeb) on development of leaf blight disease of maize 

Treatment 
Conc 

(μg/ml) 

Disease Index / Leaf (days after inoculation) 

7 days 14 days 21 days 28 days 

Untreated Non-inoculated 0 0 0 0 0 

Inoculated 0 34.48±2.75 65.36±0.97 82.32±1.73 92.86±2.34 

Treated 

(Chlotothalonil) 

Non-inoculated 100* 0 0 0 0 

Inoculated 100 22.18±0.42 38.14±3.85 49.06±2.14 59.24±1.42 

Non -inoculated 1000** 0 0 0 0 

Inoculated     1000 18.80±3.22 33.36±1.35 39.16±0.76 46.58±4.24 

Treated 

(Mancozeb) 

Non -inoculated 100* 0 0 0 0 

Inoculated 100 27.02±2.18 52.70±0.78 60.34±3.52 66.98±2.26 

Non -inoculated 1500** 0 0 0 0 

Inoculated 1500 20.04±0.64 35.40±1.36 41.04±3.46 49.92±0.74 
*Selected dose                                                                                                  **Recommended dose 
Age of the plant - 60 days (at the time of inoculation)                              Age of culture - 15 days  
20 leaves / treatment (foliar spray)                                                               Temperature - 24.4 - 32°C 
Relative humidity: Maximum - 98.5%                                                           Minimum - 47% 

 

Results indicate that foliar spray of fungicides could 

effectively control leaf blight disease in maize grown in 

wetland soil. Leaf blight is a major threat in maize field. 

Present investigation involves control of leaf blight of maize 

in the backdrop of hot, humid wetland environment. 

Addition of both fungicides (Cholorothalonil and 

Mancozeb) separately reduced the mycelial growth of 

Exerohilum turcicum in-vitro. Chlorothalonil was more 

effective as it showed nearly 98% decrease in growth than 

Mancozeb which achieved 39% reduction at the 

concentration of 100 μg/ml (Fig 1). The same compounds 

i.e.  Chlorothalonil and Mancozeb when sprayed to the 

leaves of maize plant in field and the disease assessment was 

carried out, it showed 50% and 54% reduction respectively 

at their recommended doses (Fig 2). In the field trial, 

Mancozeb was found to be little more efficient in 

controlling disease intensity. The development of this 

disease is largely dependent on different environmental 

factors like soil factor, humidity, temperature which is not 

yet thoroughly investigated. Even the role of different biotic 

factors is also not ruled out (Yehouda and Yigel 1995). In-

vitro condition exhibited more sensitivity of the pathogen 
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towards Cholorothalonil whereas the reverse response i.e. 

Mancozeb was found to be more effective in field condition. 

This could be due to the photo sensitivity of organochlorine 

nature of Chlorothalonil which lost its efficacy in intense 

light (Wallace et al. 2010, Monadjemi et al. 2011) in the 

field after foliar spray. On the contrary, Mancozeb being an 

inorganic compound, retained its stability as a foliar spray. 

Kolkata wetland is reclaimed because of dumping of 

municipal wastes; the soil may contain different components 

and is thoroughly heterogeneous in nature. Microorganisms 

present in rhizosphere and phyllosphere region are 

continuously interacting with the plant interfering disease 

development. 

Efficacy of fungicides to manage foliar diseases in corn 

has been evaluated by several researchers (Shelby et al. 

2018, Mallowa et al. 2015, Wise and Mueller 2011), 

including corn leaf blight (Blandino et al. 2012). It was 

observed that spraying fungicides prior to inoculation of 

pathogen could reduce disease intensity (Sommat 2000, 

Abebe and Singburaudom 2006, Wathaneeyawech et al. 

2015). A number of factors like environmental conditions, 

stage of development, susceptibility of the cultivar, presence 

of inoculum and disease severity are important to make 

foliar spray of fungicide successful for disease management. 

The results of present work clearly indicate that spraying 

fungicides (Chlorothalonil and Mancozeb) before 

inoculation could successively control leaf blight disease of 

maize in wetland environment. 

Present investigation concludes that fungicides 

(Chlorothalonil and Mancozeb) could inhibit mycelial 

growth of Exserohilum turcicum significantly when added in 

basal medium in laboratory. To control leaf blight disease of 

maize crops grown in Kolkata wetland environment, foliar 

spray of those fungicides before the appearance of disease 

symptoms is strongly recommended. In addition to this 

foliar spray of fungicides, biological and mechanical 

measures such as natural predators, crop rotations, hybrid 

seed selection and tillage practices should be taken into 

considerations (not investigated in this study) to maximize 

the outcome of disease management. 
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1. Abstract

Being polymorphic, deoxyribonucleic acid is wor-
thy of raise a variety of structure like right-handed B
to left-handed Z conformation. In left-handed contour
of DNA consecutive nucleotides substitute between syn-
arrangement and anti-arrangement, through the chain. 2D
gel electrophoresis comprising d(PCpG)n of topo isomers
of a plasmid inserts d(pCpG)n, in this ‘n’ ranges among 8
to 21, indicate the change of B-Z DNA. The high dense-
ness of salt is required for conversion of B configuration
d(CG)n toward Z configuration. The rate of B to Z tran-
sition is measured by “Cytosine Analogues” and “Fluores-
cence Spectroscopy”. h-ZαADAR1 that a Z-DNA’s bind-
ing domain, binds and stabilizes one part in Z configura-
tion and therefore the remaining half in B deoxyribonucleic
acid configuration. At halfway point, it creates B-Z junc-
tion. “Stacking” is the main reason for the B-Z DNA junc-
tion construction. Upregulation of ADAM-12, related with
Z-DNA is said to a cause for cancer, arthritis, and hypertro-
phy. Z-DNA forming sequence (ZFS) conjointly generates
massive - scale deletion in cells from mammals.

2. Introduction

In 1979, a left-handed crystal deoxyribonucleic
acid structure was published, which convey a unique
zigzag, sugar-phosphate backbone, it’s named as Z confor-
mation of deoxyribonucleic acid (Z-DNA) and it’s all bio-
logical relevance had yet to be established [1, 2]. It was
already known that normal right-handed B conformation
can assume a diverse number of configurations, under cer-
tain torsional stress [3]. Z configuration exists in high en-
ergy state than the common B-DNA configuration. This
conformation has negative super helicity which soothes the
structure. In contrast to B form with anti-conformation, in
Z-DNA convey anti-conformation and syn-conformations
alternately by rotating around glycosyl bonds, along with
the chain [4]. Under bound condition non-B-DNA structure
like cruciform, triplex, hairpin, etc. are formed by collapsi-
ble monotonous DNA sequence. This unusual structure has
effects on several biological progressions [5]. Super helic-
ity is the most significant inducer for Z contour in usual
DNA. Non-super helical, natural DNA holds practically no
Z-DNA, but other hand the same DNA under extreme neg-
ative super helicity, as in “form V” may have as much as
35–40% of its sequence in Z arrangement [6]. Except for
Z-DNA, X-ray fiber diffraction outlines were framed and
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Table 1. Comparable information between A-DNA, B-DNA, Z-DNA [2, 9].
Parameter A-DNA B-DNA Z-DNA

Helix sense Right-handed Right-handed Left-handed
Axial raise [ in Armstrong] 2.55 3.4 3.7
Helix pitch 28◦ 34◦ 35◦

Base pair tilt 20◦ -6◦ 7◦

Rotation per residues 33◦ 36◦ -30◦

Diameter of helix [in angstrom] 23 20 18
Glycosidic bond configuration Anti Anti Anti
da, dT, dC, dG Anti Anti Syn
Inserted phosphate phosphate distance [in Armstrong] 5.9 7.0 7.0
da, dT, dC, dG 5.9 7.0 5.9
Suger pucker C3’-endo C2’-endo C2’-endo
da, dT, dC, dG C3’-endo C2’-endo C3’-endo

differentiates several conformations of DNA. Most DNA
enters the A-DNA conformation which’s per turn contain
11 bp through right-handed helix [7]. The single-crystal
method resolute the complementary structure, oligo deoxy
nucleosides, d(GGTATACG) and d(IODO-CCGG) [7, 8]
(Table 1).

Existence of B-Z transition and Z-DNA is further
deep-rooted by the specific ZBP discovery [10]. In vitro, Z-
DNA was postulated for identification of proteins that bind
with it in a structure-precise manner, act as a cis-element
and aid in biological development. RNA Double Strand
adenosine deaminase 1 is a type of the ZBP [11]. This
ADAR1 has a Zα domain capable of transform B into Z
conformation and create the junction [12, 13]. Formation of
Z-DNA is induced by a unique sequence motif. Sometimes,
it presents frequently adjacent with the start site of tran-
scription and induce the transcription [14–16]. The junction
between B-Z is formed with the help of ZBP. Formation of
this portion carries out flipping over of bases, stacking of
bases, and infringement of one base pair [17]. In another
study also verified that normal B form also transfers into
Z form by elevation of salt of aggregation [18, 19]. In hu-
mans, Z-DNA first came into consideration through the au-
toimmune disease Lupus erythematosus [20]. Z-DNA for-
mation sequence (ZFS) is found to be associated with im-
mune retorts and infection genome uncertainty. The Z con-
figuration is also evidenced to be linked with large scale
deletion in the cells of mammals [21, 22]. It also controls
the genes transcription regulation of c-myc and CRH of hu-
man [23, 24].

3. Z-DNA structure

The optical investigation originally proposed the
Z-DNA. The result of the experiment exhibited that a 4
mL NaCl solution contains a polymer which consists of
discontinuous cytosine and guanine residue and formed
a nearly inverted circular dichroism gamut [25]. Until
1979, the invention of Z-DNA remained unknown. Orig-

inal atomic steadfastness exposed that it was not the same
right-handed B-DNAwhich was invented by James D.Wat-
son & H.C. Crick in 1953. Despite that, this new left-
handed helical structure named as Z deoxyribonucleic acid.
This Z form consists of extremely immunogenic antibod-
ies to recognize the configuration, unlike B form of DNA
[26]. There have some familiar features of B form with
the d(Cg)3 system. The antiparallel double-helical struc-
ture holds Watson-Crick base pairing between the base of
Guanine and Cytosine. The left-handed helicity oligomers
have six base pairs with significant regularity. Balance cor-
related hexamers stack on one other so closely in an endless
polymer of alternating cytosine guanine residues sequence
[2].

Various conformational topographies differ the Z-
DNA from the B-DNA (Fig. 1). The double-helical Hexa-
nucleoside Penta Phosphate molecules allied with the crys-
tal. Crystal of Z arrangement contains discontinuous cy-
tosine and guanine residues’-DNA is dinucleotide while
B-DNA is mononucleotide with anti-configuration. All
deoxycytidine has anti-configuration whereas all the de-
oxyguanosine has anti syn-configuration.

In Z arrangement the base pair is lifted from the
center, so the guanine imidazole ring is originated at the
edge, but in case of B-DNA those bases are at the center. In
B configuration 34Å pitch with 10.5 bp is present where
Z configuration convey 44.6Å pitch with 12 bp per turn
[9]. Six levels of base pairing have been seen in the d(Cg)3
structure because of C1 base pair with G12, G2, C11 and
so on. Z-DNA is not slanted with each other straight, but
they remain linked to a literal translation of 7Å relative to
each other so that it can shear the appearance from one an-
other with a little rotation throughout the chain. Despite
being stacked on other bases the guanine is loaded upon the
oxygen atoms of prior deoxyribose residues. The backbone
of sugar-phosphate is constant for both the Z form and B
form. In B configuration the minor-grooves are above the
base pairs. But in Z form minor-grooves exist below the
base pair [2].
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Fig. 1. Evaluation of the structure between Z and B-DNA configuration. (A, B) Z-DNA configuration showing left-handed elongated spiral with a
lateral view and a polar view. (C, D) B-DNA configuration showing right-handed elongated spiral with a lateral view and a polar view.

4. B-DNA to Z-DNA transition

Earliest Harvey model is used for examining B-
Z transition. This model defines the procedure which is
engrossed by another longitudinal DNA conscious models.
Base pairs opening was another early observed mechanism
regarding this model before theWangmodel. At the present
portrait of Zipper Model demonstrated that Z-DNA con-
tains high energy joint that grows through the DNA poly-
mer until the full B-Z trans polymer gets transferred into
Z-DNA. Though there are some problems in the model be-
cause it does not disclose many vibrant structural details,
so it has limited applications in thermodynamics. There are
several facts regarding the transition of B-Z such as the high
concentration of salt in the solution which balance the Z-
DNA due to massive reduction in electrostatic repulsion in
the pillar of phosphate. Negative helicity of deoxyribonu-

cleic acid needs energy that can also uncoil B form to con-
figure the Z form. Z-DNA can also be stabilized by tran-
scription.

Maruyama and colleague establish the B-DNA to
Z-DNA transition communed by a method called “cationic
graft copolymer” where the Poly (L-lysine)-graft dextran
(PLL-g-Dex), begins with two-step method including the
creation of a clear intermediate [27]. Amid DNA phos-
phate group electrostatic repulsion reduce by the cationic
backbone of the copolymer and the transition is a result
of these 2 factors. The most plausible Z form created
negative supercoiling, utilizing B-DNA occurs during sev-
eral metabolisms like Transcription and replication pro-
cesses [28]. For reducing the transition stress, unusual such
DNA as Z-DNA is formed [6, 29]. Lee et al. (1992)
used “Magnetic-tweezers” and FRET combinedly to exam-
ine at molecule level of negative supercoiling [30]. Mag-
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netic tweezers are a very useful technique for investigating
wind/unwinding procedure of twisted DNA through pre-
cisely controlling infinite tension [28, 31]. Therefore, B-Z
change can be active by tiny negative super helicity and ap-
proximately one Pico Newton Tension. This outcome sug-
gests that in tension Z arrangement is formed more easily in
vivo [32]. Methanol, Ethanol, Ethylene Glycol (Dehydrat-
ing agent) balance the Z-DNA configuration. Due to ad-
jacent clustering counteractions all over the DNA, though
more strong ionic properties, thus it provides additional mu-
tually repelling phosphate groups [6]. Antibodies and ZBP
can bind the Z form of DNA selectively. This conformation
has triggering capability. The Qu group had been reported
that Alzheimer amyloid protein brings about the Z-B tran-
sition. Forming the Z-form is correlated with Alzheimer’s
disease [33, 34]. Bae et al. analyzed to transition from B-
Z conformational change occurs by Z-DNA binding pro-
tein unravel the detailed bindingmachinery and whether the
protein industriously initiates Z-DNA’s or passively traps
transitionally performed Z form. Therefore, it proved that
the conformational selection mechanism stabilized the Z-
DNAs by alternating the “induced fit”mechanism. A chem-
ical modification also stabilizes Z-DNA transformation [4].
Bulky group’s introduction precise in a certain base also
steady the growth of Z arrangement by increasing static hin-
drance.

5. B-DNA and Z-DNA hybrid junction

Double-stranded adenosine deaminase RNA is an
enzyme of the deaminase family which edited the appear-
ance of the ds-mRNA by converting adenosine to inosine
and creating diversity between RNA and Protein [11]. It is
noted as a naturally stirring protein with obvious specificity
for methylated and hemi-brominated DNA contains dis-
continuous deoxy guanosine-deoxycytidine residues [13].
ADAR1 carry two binding motifs for Z-DNA, Zα and Zβ
[11].

A few numbers of investigations were completed
to show the interface between the solution of DNA and
Zα ADAR1 domain. If the DNA solution is interacting
with dodecamer (d(CG)6) it produces the B-DNA circular-
dichroism spectrum. When Zα ADAR1 is mixed into the
solution the spectrum progressively altered, whichmirrored
Z conformation. This demonstrated that the Zα domain is
equipped for alleviating the dodecamer in the Z configura-
tion. Brownian motion or Pedesis is the reason for this twist
of dodecamer fragment. After this conformational change,
DNA binds with the Zα domain to prevent the reappearance
of B-DNA conformation [12, 13].

Kim et al. in 2005 developed a DNA duplex with
15 bp andwith two hanging nucleotides [17]. This DNAdu-
plex is co-crystallized with the ZαADAR1 domain (amino
acids 140-202). So, Z-DNA is tightly bound with the bind-
ing domain of Z DNA, h-ZαADAR1. After the binding,

it stabilizes one half in the Z configuration and remaining
part in B form. In the centre portion, a B-Z junction is
created [17]. At this DNA duplex, eight bases stabilized
with normal Z-DNA conformation [2]. The remaining six
bases are maintaining the typical B conformation [35]. On
the link point, A-T bases are disrupted from each other and
make a sharp turn, which obliged an inversion in the way
of the backbone. This creates a bent at the intersection
point of B-Z DNA. The disrupted A, T bases adopted anti-
conformation. Base A is extended out from the helix and T
is slanted analogous to the spiral. But first base-pair from
the Z-DNA after the junction creates a long rise distance
which clearly showed the stacked A-T the bases within the
B-DNA conformation. Stacking is the main stabilizing fac-
tor for the junction, and it is proved that one bp extruding by
breaking can cause reversion of the handedness of the du-
plex. Other than A-T bases, it is equally possible for other
G-C bases to be extruded [17]. Thermodynamic examina-
tions of the melting of oligomers holding the junction show
that the edifice of the hybrid junction from B-DNA declines
the melting free energy by 0.5 kcal/mol [36]. This B-Z con-
figurational change and syn-conformation of both bases are
done by base ‘flipping over’. A torsional strain breaks and
causes base extrusion. This extruded base is allowed to
flip over and reorganization the bp, which creates a ZIP-
like movement in two direction. This movement for the
limitation of the ZFS with an extruded base at the intersec-
tion. Base-pair disruption, expulsion, and reconstruction
are lengthening the Z-DNA segment through an additional
negative torsional strain of chromatin [17].

Another investigation also proved that B-Z DNA
junction can be produced by oligomeric sequences in the
aqueous solution at 3 M or high salt concentration. The
5.5 M NaCl with a 95 mM combination induces the A-T
sequence into the Z-DNA conformation [18]. This study
re-establishes that when NiCl2 is added in the salt solution,
it creates a striking change in Raman Spectra, indicating A-
T bases are adopting the Z conformation [19].

6. Z-DNA in human disease

In living body, Z-DNA can form and role as a dy-
namic component in various genome’s metabolic courses
under certain biological circumstances [21]. Z-DNA is
used in many precise activators or repressors enrolment
for directive gene countenance, genome uncertainty con-
trol [22]. Another study proved that in cells of mam-
mal’s ZFS fetch genetic uncertainty. Repair mechanism
can proceed with the Z-DNA development in the mam-
mal’s body, which creates a large genomic alteration. These
sorts of changes are relevant to the breakage and translo-
cation near ZFS in human lymphoma and leukaemia [9].
In humans, Z-DNA links with the transcription of the c-
myc genes, which means when the Z-DNA development is
turned off the cell gives a signal as a result, c-myc transcrip-
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tion also starts to down-regulate [23]. In the same way, Z-
DNA development is also associated with the corticotropin-
releasing hormone (CRH) gene transcription [37]. On the
other hand, the human body also shows the activation of
the Nrf2 gene which is relevant to the HO-1 gene’s pro-
moter, which allied with Z-DNA development [24]. A
few numbers of immunoglobulin-related genes (example-
ETV6) are enriched by the Z-DNA sequence. But in
blood cancer, these genes are related to translocation of the
chromosome [22]. Interferonopathies disease like Aicardi-
Goutières Syndrome is caused by Mutation, which reduces
p150 Z-binding with impaired enzymatic activity. This is
induced by dsRNAs and most commonly these dsRNAs
derive from Alu retroelement. The Z-DNA and Z-RNA
both are essential for limiting Alu retroelement intrusion
of primate genomes [38]. Z-DNA provides a base for
therapeutically reducing the chances of Arthritis, Cancer,
and cardiac hypertrophy. This role is believed to be arbi-
trated by the downregulation ofADAM-12. It was observed
that ADAM-12 protein expression is raised when there are
pieces evidence of arthritis, cancer, and cardiac hypertro-
phy. Whereas ADAM-12 expression level Is exceptionally
low in certain adult tissue. The regulation of ADAM-12 is
related to the highly conserved region containing a stretch
of dinucleotide repeat sequence and known as negative
regulatory element (NRE), which serves as a repressor of
ADAM-12 expression. There is a certain Z-DNA binding
protein-like MeCP2. It modulates the ADAM-12 repres-
sion by recruiting NF1 transcriptional factors. Loss of ZFS
leads to a low level of MeCP2 which results in metastatic
breast cancer [22, 39]. Apart from this, HIF1α induced
Z-DNA development in the microsatellite of slc11a1 gene
promoter. It was also perceived to control its definite al-
lele expression in patients of rheumatoid arthritis, tubercu-
losis [40]. Z-DNA also has an immunogenic character and
it can prevent systemic lupus erythematosus. But in the pa-
tient’s sera of these diseases, some anti-Z-DNA antibody
are found. Two kinds of antibody are found, first-one re-
sponsible for denaturation of both B and Z form and second-
one is Z-DNA specific [20, 41]. Z arrangement also in-
duce conformation instability by acting as a site for cancer-
related genes like scl, bcl2, and c-myc [9]. B-Z junction
is a site where CAG trinucleotide repeat instability hap-
pened. X fragile chromosome and skeletal dysplasia asso-
ciated with CGG repeats and GAC trinucleotides repeat re-
spectively [42–44]. In a study, typical left-handed Z-DNA
was originated in brains of severe AD affected patients.
Similarly, the moderately affected patients showed the exis-
tence of B-Z intermediate conformation in their brain DNA.
Immunohistochemical data has proved that the total amount
of Z form is one-seventh than B arrangements in human’s
genome [45, 46]. It was also observed that some genes, re-
lated to Alzheimer’s like presenilin-1, presenilin-2, APOE
(Apolipoprotein E), etc. are overexpressed in patients and
has an important appeal in Alzheimer’s pathogenesis. Z-

DNA existing in the brains of Alzheimer’s patients are far
more vulnerable to hydroxyl radical-induced damage of
DNA, in comparison to A-DNAs or B-DNAs. This was
due to the occurrence of more exposed bases and patients
with severe Alzheimer’s showed the existence of both Z-
DNA and damaged DNA of similar types [47]. This finding
has again been confirmed from another studywhich showed
that Z-DNA became sensitive to hydrolytic enzyme DNase
I, on incubation with Aβ protein for a certain period [34].
This results in alteration of Z arrangement back into normal
B form. These transition of Z form to normal B form is ver-
ified as quicker process when an interaction of Aβ is made,
in the existence of ethylene glycol also [48].

7. Conclusions

Z-DNA is a double-helical structure that preserves
antiparallel backbone of sugar-phosphate chains with Wat-
son Crick pairing. Despite that, it has a contour which
is fundamentally dissimilar from B configuration of DNA.
Two-dimensional Gel Electrophoresis offers us a powerful
method to examine the super helicity-induced physical rev-
olution in the DNA. Besides this, B-Z conversion is also
designated here. One of a reasons for transition is a cause
of free unfavourable energy. Affected advances are un-
restricted from the uniting effect of genomics, human ge-
netics, biophysics, and molecular studies on non-B-DNA
configurations through mutation causing agents, intricate
in Genetic diseases. Autoimmune processes may be sus-
pected in all clinical conditions where specific anti-Z-DNA
antibodies are found, but for further investigation, larger
population is wanted to prove such an immunological hy-
pothesis. Future prominence will challenge to tune the ac-
ceptance of the non-B-DNA configurations at a definite lo-
cation of genes to correlate this behavior extra thoroughly
with the generation reposition terminuses. Also, the analy-
sis to recognize the kind of non-B-DNA structures that ob-
tain certain sort of mutations and the fascinated enzyme on
the evolution of therapeutics, to ameliorate the disturbing
corollaries of these disorders.
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Abstract: 

The global pandemic caused by severe acute respiratory syndrome (Corona virus disease -

COVID-19) is the major concern of mankind now. The tiny virus has wiped out million of 

lives and changed the total economic scenario of world. The present review is formulated with 

a view   to study and analyse the epidemics of first and second wave of COVID-19 in relation 

to its effects on human health. The infection pattern has been changed and many countries 

have witnessed higher number of people infected in the second wave than the first one. The 

result of stimulation suggests that the second wave may occur in the mid July 2020 to the last 

week of December 2020. One of the main problems in managing the COVID-19 epidemic 

crisis in second wave is its effects on human health and disease syndrome as compared to the 

first wave of COVID-19 and also the technical and calculated capabilities of nations.  

According to scientists, 18 mutations in 7 genes have been observed as a result of mutation 

and the new variant has been named B.1.617. The pair of spike genes has been linked to amino 

acid deletion and the ability to evade vaccines. As a result, he is entering the receptor faster 

and infection is spreading rapidly. Corona virus enters the human body through this spike 

protein. In India RT-PCR tests are targeted at three genomic sequences of viruses. Only if 

three different genomic sequences match then there will be a positive report. 

   

Key-words: Genomic sequence, Mutation, Virus, Microbiology, COVID-19, Pathology, 

Biology. 
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Introduction: 

The World threatening COVID-19 disease is sweeping throughout the World. Second wave of 

COVID-19 daily case numbers have exploded since last October 2020 in India. Rising of daily 

COVID-19 cases has worstly impact on people. The scenario is getting awfull day by day due to 

people’s carelessness, limited availability of vaccine etc. Many researcher’s analysis that the major 

country U.S. and Europe, including the proposed method, model and results, published discretion 

responses and limited additions may create the effects of the second wave and of corona virus 

(COVID-19) epidemics on the human health is more effect than the first one. And result indicated 

that the regulations were effective in increasing the number dates from the beginning of mid-June in 

several countries to July mid-week in the others.  

 

 

 

 

Fig: COVID-19 
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Fig: The first and second wave named as spring and fall wave in Europe 

 

The European countries results continue to relax from 30 to 55% and if the actual trend countries if 

not checked there could be a significant 2nd wave that is longer lasting than the previous waves. The 

United States, various number of cases has already peaked for the next time, an expanded version of 

it, the model conceive that the transmission of infection may now be similar after the first wave. 2nd 

wave of COVID-19 diseases flooded in India from last week of October 2020. These cases peak is 

rises on daily basis. A study by an American University has warned expected optimum peak at mid 

December 2020.   

The major differences between the properties of the two first and second waves are generally 

obscure. The human population examinations because of technical and calculated capabilities of 

nations, among them are the identification and diagnosis of non-symptomatic people and gently 

symptomatic people. There have been a lot of improvement in the six months and it is through that 

the frequency of infections in the early stages of the epidemic was a lot of higher than reported. Be 

that as it may, a more precise correlation of the first and second wave can be concentrated through 

the investigation of patients for which the illnesses was affirmed by (reverse transcriptase 

polymerase chain reaction) RT- PCR and extreme manifestation. According to WHO creates a virus 

and its own replica or multiple replicas which is called mutation. The three most risky variations are 

US (B.1.1.1.7 variant), South Africa (B.1.1. 351) and Brazil (B.1.1.1.28.2.1 variant). Double 

mutation variant first known as cross conversion. According to the researchers 18 mutations in 7 
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genes have been observed as a result of mutation. As a result, the virus has become more powerful. 

Kalyani National institute of biomedical genomics has discovered a new genome sequence for this 

virus. This new variant has been named B.1.617. Another triple mutation was also found that was 

named as B.1.618. Changes in spike protein are usually observed here. The first appearance of this 

variant was found on 25 October. A genomic sequencing in March showed that the presence of this 

variant in the COVID samples are increasing. The corona virus also contains glycoprotein, a type of 

S1 and S2. S1 contains a lot of amino acids of which 69 to 70 are amino acids. As a result, he does 

not have to make two amino acids. As a result, he enters the receptor faster than his old incarnation. 

As a result, the infection is spreading rapidly. According to scientists this is probably the reason 

why the South African AstraZeneca or COVISHIELD vaccine has not been effective.  A very 

harmful second wave of the COVID-19, the world class pandemic has attacked India very hard. 

Approximately 2lakhsinfections are reported in the country India. Many states are grappling with 

the shortage of medical oxygen, the antiviral Remdesivir, hospital beds and vaccines. ICMR, the top 

medical research body of India has put the data to us that states about the comparison between the 

hospitalization of first and second wave of COVID-19 pandemic. The data is clearly putting light 

upon the evidence of the younger population getting more probable to get infected in the waves of 

COVID-19.More and more asymptomatic people are been admitted to the hospitals in the second 

wave. It was stated by the ICMR has done interim analysis. 

 

Fig: Cases of corona virus 2nd wave worldwide 



European Journal of Molecular & Clinical Medicine 

ISSN 2515-8260 Volume07, Issue11, 2020 

 

8238  

 

 Colombia with 10th highest Covid Case hold, has been several mini waves after 1st big wave 

started abating in August. 

 In top 10, only India & Argentina have escaped a 2nd wave so far. 

 

 

 

Table: Age wise break up of younger COVID-19 patients compared between first and second 

wave. 

 

 

Graph: Age wise break up of younger COVID-19 patients compared between first and second 

wave. 
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It shows that the older population continues to be more vulnerable to Covid – 19 in the second wave 

while a marginal increase is recorded in the number of young people testing positive the virus. 

 

Materials and Methods: 

- First wave of and second wave of COVID comparison based on mortality: 

Low paces of contrast were found for the rushes of Corona virus dependent on the 

mortality. Both have high paces of death overall. Be that as it may, the mortality outline 

of India has seen a very distinction for this situation alongside numerous blistering 

environment nations. This is said by the specialist in charges of National Corona virus 

the board system unit of India. It was discovered that there's the relative expansion in 

breathing issues to individuals over 60 years in the primary wave which stays still 

unaltered in the subsequent wave. In any case, the primary contrast was found in the 

cases for individuals fewer than 20. The disease rates among more youthful patients are 

barely higher. Contrasted with first wave (4.2% youngsters contaminated) the 

subsequent wave is feeling to be exceptionally cataclysmic with 5.8% individuals 

tainted. For the contamination of mid age individuals as 20-40 years of age the main 

wave is 25.5% where the current wave is having lower pace of disease in mid age 

individuals of 23.7%.  

From the information of a segment of hospitalized patients from the first and second 

wave, Director-General, Indian Council of Medical Research (ICMR) said 44% of 

indicative patients introduced 'windedness' in the subsequent wave (October – December 

2020) contrasted with 41% in the principal wave (Sept.- Nov.'20).  

The side effects related with the infection of COVID are for the most part coughing, 

chills, joint agony, and quick breathing weakness. Both first and second wave have 

comparable manifestations however there are varieties as well. 6,642 patients were 

dissected in the main wave however and in the subsequent wave, just 1,405 were broke 

down.  

Of 6, 650 conceded patients from September-November a year ago, 9.6% capitulated 

though from March-April, 9.7% of a gathering of 351died from the infection.  

Specialists have confronted the huge contrast in the patient needed to have mechanical 

ventilation because of the illness.  
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The subsequent wave — aside from a precarious ascent in Covid cases — has been 

portrayed by phenomenal interest for clinical evaluation oxygen prompting serious 

deficiencies. Dr. Bhargava said the unexpected flood may have set off alarm and an 

interest for more oxygen. "This is information from clinic settings thus we don't yet have 

the foggiest idea what's setting off the interest from outside these settings," he said at an 

internet meeting.  

Dr. V.K. Paul seats upon the enabled bunch on inoculations and COVID the board 

(NEGVAC). He said there was no distinction in mortality, in the first and second wave, 

in those 40 and under. "There is no overall extra/abundance hazard of more youthful 

turning out to be COVID positive," he said.  

On drug convention for treatment, Dr. Randeep Guleria focused on that none of the 

antiviral medications Remdesivir, Fapiravir just as gaining strength plasma had any 

settled advantage in relieving the illness. Other medicine the utilization of the steroids 

like dexamethasone, tocilizumab too had restricted utilize particularly in examples of 

basically sick patients who were encountered an invulnerable framework over-response, 

called a cytokine storm.  

"Steroids, Tocilizumab, Remdesivir these are to be given, if need be, at the ideal time. 

Giving a mixed drink of medications (solo) can be deadly. Remdesivir is valuable in 

moderate ailment and to treat abatement in oxygen immersion yet has a restricted job. 

Whenever given too soon, dexamethasone (Steroid) is hurtful and Tocilizumab is just 

valuable during a cytokine storm," he added. 

 

- General difference between the waves of corona virus: 

In the second flood of Covid-19 this year, the more seasoned populace keeps on being 

more powerless while just a minor increment has been recorded in the quantity of more 

youthful individuals testing positive for COVID, said Indian Council of Medical 

Research (ICMR) chief general, Dr. Balram Bhargava on Monday.  

Almost a half year after the pinnacle of the main wave in September 2020, COVID cases 

in India indeed began ascending from the primary seven day stretch of March flagging 

the appearance of the second rush of the pandemic in the country.  
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Doing an examination of the first and the second influx of Covid-19 that hit India in mid 

2020 and end 2020 separately, the ICMR DG said that there is no significant change in 

the manner diverse age bunches have been influenced by Covid-19 in the two waves.  

"More than 70% patients in the two waves are over 40 years of age, just possibly higher 

extent of more youthful patients," Bhargava said dependent on the investigation of 1,885 

patients in the subsequent waves and 7,600 patients in the primary wave.  

In light of ICMR's investigation, Bhargava said in the subsequent waves, a higher extent 

of asymptomatic patients have been recorded. Tending to the media, he said there is no 

distinction in passing’s between the first and second wave among hospitalized patients. 

In the subsequent wave, while the oxygen necessity is higher, ventilator prerequisite isn't 

high, said Bhargava. Bhargava advanced that wastage of oxygen should not occur and it 

ought to be think. NITI Aayog part (wellbeing) VK Paul said: "basically there is no 

distinction" in age correlation of patients in the first and second wave. Paul added that 

Remdesivirshould be utilized on hospitalized patients in moderate phases of disease on 

oxygen and it isn't to be utilized in home settings. 

 

Fig: The difference of COVID-19 second wave and first wave worldwide. 
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- Syndromatic difference between the waves of corona virus: 

In the midst of an enormous flood in novel Covid cases in the nation, there's a great deal 

of worry over the indications of Covid-19 and its seriousness in the second rush of the 

pandemic.  

Considering this, the Indian Council of Medical Research Director General Dr. Balram 

Bhargava clarified the distinction in the seriousness of the manifestations saying that 

Coivd-19 side effects in this wave are significantly less than a year ago.  

"On the off chance that you see the side effects, seriousness is less this time. In this 

wave, we have seen more instances of shortness of breath while in the last wave, 

manifestations like dry hack, joint torment, migraines were more," Dr Bhargava 

clarified, according to news organization ANI.  

He additionally said that RT-PCR test is highest quality level of testing. "We measure 

two qualities or more, in this way, there is no possibility of missing location of any 

freak," he said over worries of infection freak strains and their recognition through RT-

PCR.  

Bhargava additionally said there is no distinction in the percentage of death between the 

principal wave and second wave.  

He further said that solitary an insignificantly high extent of COVID-19 patients are of 

more youthful age and that the normal of patients in the main wave was 50 years and in 

this wave, it is 49 years. He additionally said that the more seasoned populace keeps on 

being more powerless against be conceded in the medical clinic in the momentum wave.  

"From zero to 19 years – the thing that matters was 5.8 percent versus 4.2 percent, and in 

20-40 years, the thing that matters was 25% versus 23%. There is a peripheral distinction 

in this. More than 70% were above or equivalent to 40 years old. A higher number of 

asymptomatic people got conceded for the current year, than a higher extent of patients 

conceded with shortness of breath," he said.  

He additionally said that asymptomatic/gentle disease can be overseen at home and 

doesn't need hospitalization and furthermore added that ventilator necessity in second 

wave isn't high.  

"There is no adjustment of the passing rate between the principal wave and the 

subsequent wave. Comparative patterns are being seen across every one of the states 

since this is a countrywide information of a public library information which has been 
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gathered of just hospitalized patients, so this is 10,000 hospitalized patients that are 

being investigated," added Dr. Bhargava.  

The ICMR boss additionally thought that there was an enormous measure of laxity in 

regards to the pandemic and numerous occurrences of COVID-unseemly conduct were 

likewise seen. He additionally focused on that the RT-PCR test estimates at least two 

qualities in the body and there is zero chance of missing the recognition of a COVID-19 

freak through the test.  

"I might want to accentuate that the RT-PCR test that we are using, they measure at least 

two qualities and they never miss a test. We have consistently utilized at least two 

qualities for testing and thusly missing is totally unthinkable. It can track down any sort 

of freak since it estimates at least two qualities at various locales," he told ANI.  

Dr. Bhargava further said that the pace of contagiousness of the 'twofold freak' found in 

India has not yet been set up.  

Three fundamental variations from the United Kingdom, South Africa and Brazil have 

effectively been found in India.  

As indicated by the Health Ministry, India announced 2,73,810 new COVID-19 cases, 

taking the absolute number of positive cases in the country to 1,50,61,919. There are 

right now 19,29,329 dynamic cases in the country as of Monday. The loss of life arrived 

at 1,78,769 with extra 1,619 fatalities.  

Just now, upwards of 1,44,178 individuals recuperated from the infection. With this, the 

absolute number of recuperations arrived at 1,29,53,821 in India. 

 

Fig: Corona virus cases in UK and hospital occupancy 
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- Medical oxygen-based difference between waves of corona virus: 

In this wave, more instances of windedness have been seen while in the past one, side 

effects like dry hack, joint agony, cerebral pains were more, as indicated by the ICMR. 

The manifestations of joint throb, exhaustion, muscle hurt, loss of smell or sore throat 

are significantly less contrasted with the principal wave. In any case, windedness is 

higher in this wave, fundamentally raising the necessity of supplemental oxygen in the 

country.  

 First wave:  

Symptoms like dry hack, joint torment, migraines were more. 

 Hospitalized patients:  

41.7 % reporting shortness of breath. 

 Second wave:  

Shortness of breath is higher in this wave and so there is a higher requirement of 

oxygen. 

 Hospitalized patients:  

47.5 % reporting shortness of breath. 

 

Fig: Major difference between the hospitalized patients in the first and second wave of 

COVID-19 
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- Difference between the waves of corona virus based on infection in young 

individuals: 

Individuals between 30-45 years old testing positive continue as before as a year ago at 

21%. No overabundance pace of youngsters testing positive.  

 First wave:  

People under 30 years old established 31% positive cases.  

 Second wave:  

People under 30 years old establish 32% of positive cases. 

 

- Difference between the waves of corona virus based on age: 

Just barely high extents of COVID-19 patients are of more youthful age and that of the 

normal time of patients. Over 70% were above or equivalent to 40 years old.  

 First wave:  

Average period of patients was 50 years.  

 Second wave:  

Average time of patients is 49 years. 

  

- Difference between the waves of corona virus based onDeath rate:  

The second wave of Covid-19 in India is ‘more severe’ than the first wave and there is 

no change in the death rate. 

 

- Difference between the waves of corona virus based onVirus itself: SARS-CoV-2: 

In the previous year, the infection has transformed many occasions over and there are 

different unidentified transformations; of them, some are of concern.  

 First wave:  

Original type of SARS-CoV-2  

 Second wave:  

There is a twofold freak, in addition to the U.K., Brazilian, South African 

variations that have exhibited to have higher contagiousness. According to WHO 

creates a virus and its own replica or multiple replicas which is called mutation. 

The three most risky variations are US (B.1.1.1.7 variant), South Africa (B.1.1. 
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351) and Brazil (B.1.1.1.28.2.1 variant). Double mutation variant first known as 

cross conversion. According to the researchers 18 mutations in 7 genes have been 

observed as a result of mutation. As a result, the virus has become more 

powerful. Kalyani National institute of biomedical genomics has discovered a 

new genome sequence for this virus.  This new variant has been named B.1.617. 

Another triple mutation was also found that was named as B.1.618. Changes in 

spike protein are usually observed here. The first appearance of this variant was 

found on 25 October. A genomic sequencing in March showed that the presence 

of this variant in the COVID samples are increasing. The corona virus also 

contains glycoprotein, a type of S1 and S2. S1 contains a lot of amino acids of 

which 69 to 70 are amino acids. As a result,he does not have to make two amino 

acids. As a result,he enters the receptor faster than his old incarnation.  

 

- The reason behind COVID-19 surge: 

Expressing the purposes for the unexpected spike in sure cases, he said that individual 

have shown a huge measure of laxity in after COVID-19 unseemly conduct and different 

unidentified change of the infection have additionally added to the flood. He said some 

changed infection strains from the UK, Brazil and South Africa are of worry as they 

showed to have higher contagiousness. 'We have likewise tracked down a twofold freak 

in India yet the higher contagiousness of this isn't set up,' he added.India so far has 

recorded more than 1,50,61,919 positive cases, out of which 1,29,53,821 have 

effectively recuperated and 1,78,769 have kicked the bucket. According to the most 

recent reports from MoHFW, in the previous 24 hours 2,73,810 new cases, 1,44,178 new 

recuperations and 1,619 passing’s have been accounted for. At present, the absolute 

number of dynamic cases in India is 19,29,329. 

 

- COVID-19: First Wave vs. Second Wave: 

The first influx of the infection in quite a while had seen a spike in September 2020 and 

proceeded to decrease. Slice to December 2020, new instances of the contamination fired 

appearance up and today on 25th December, 2020, India is the second-most noticeably 

terrible hit country with 98,26,775 dynamic cases and an aggregate of 1,42,628 passing 

up until this point.  
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The second influx of the infection is being looked at as milder than the principal wave 

back in 2020. There are huge loads of inquiries around how the second floor of the 

COVID is unique in relation to the first wave in quite a while of side effects, spread and 

age profile and freak variations. 

 

 

 

- Symptoms: 

 The first flood of the COVID included chills, fever, loss of smell and taste, body 

throb, and respiratory inconveniences.  

 The new indications detailed during the second rush of COVID-19 incorporate free 

movements, hearing weakness and pin eyes. 

 

Symptoms First wave Second wave 

Fever 94.1 94.5 

Coughing 92.1 92.6 

Shortness of breath 94.5 94.7 

Runny or stuffy nose 53.5 55.8 

Headache 70.3 72.7 

Diarrhea 49.5 53.5 

Loss of smell of test 75.7 78.9 

Rash on the body 34.8 36.8 

Sore throat 86.2 86.9 

 

Table: Increase rate of the Nobel corona virus symptoms in the first and second wave. 
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Class a symptoms Class b symptoms 

Fever Headache 

Cough Sore throat 

Chills Fatigue 

Shortness of breath Runny nose 

Loss of smell and taste Neustria, vomiting or diarrhea 

 

- Spread: 

 The principal wave of the infection was more inescapable topographically though the 

subsequent wave is more grouped. This implies the contamination during the 

subsequent wave is restricted to a lesser number of areas of interest yet with a higher 

number of cases in those very hotpots.  

 The second wave, in contrast to the principal wave, is showing the quickest spread 

pace of COVID-19. 

 

 

Fig: The number of tests concluded for COVID-19 analysis worldwide. 
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- Age Profile: 

 In the primary wave, the death rate among more established individuals was higher 

however the subsequent wave is holding more youthful individuals under 45 years 

old. 

 Maharashtra and Karnataka, the two most exceedingly awful hit states in the nation 

have detailed 50% of the cases among individuals under 45 years old.  

 Also, specialists and specialists and the information by the public authority have 

shown that more kids are trying positive for the infection in the subsequent wave. 

 

- Mutant Variants: 

The subsequent wave is accepted to observe a spike in the quantity of cases because of 

the twofold freak variation of COVID-19. Maharashtra has revealed 60% of twofold 

freak COVID-19 cases. Double mutation variant first known as cross conversion. 

According to the researchers 18 mutations in 7 genes have been observed as a result of 

mutation. As a result, the virus has become more powerful. Kalyani National institute of 

biomedical genomics has discovered a new genome sequence for this virus.  This new 

variant has been named B.1.617. Another triple mutation was also found that was named 

as B.1.618. Changes in spike protein are usually observed here. The first appearance of 

this variant was found on 25 October. A genomic sequencing in March showed that the 

presence of this variant in the COVID samples are increasing. The corona virus also 

contains glycoprotein, a type of S1 and S2. S1 contains a lot of amino acids of which 69 

to 70 are amino acids. As a result, he does not have to make two amino acids. As a 

result, he enters the receptor faster than his old incarnation.  

 

 Vaccine: 

India chose to give crisis licensure to antibodies which are approved for use in 

the U.S., U.K., Europe and Japan or by the World Health Organization (WHO), 

an immunization deficiency is comforting in India and is battling to fulfill 

developing needs. Such unfamiliar antibodies from the initial 100 recipients are 

survived for 7 days and then are carried out in Country. Two Indian organizations 

– Serum Institute of India and Bharat Biotech are the two organizations inside 
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which antibodies were affirmed through one year for crisis use in India.  Two 

diverse adenovirus-based vectors are contained in the Sputnik immunization.  

Each vector converting SARS antigen. One is used for the first and another one 

for the subsequent portion. Says Polly Roy “The two dosages make significant 

degrees of antibodies”, Roy is aVirology Educator in the Department of Infection 

Biology at the London School of Hygiene and Tropical Medicine. She says “IN 

light of the utilization of two distinct vectors for two portions, this antibody 

might be more compelling”. 

 

 

 

Vaccine Characters of viruses Benefits 

Sinovac Whole virus vaccine The benefit of a whole virus inactivated vaccine is 

including the fact that it’s a well-established technology 

and to increase the immune system but low. 

PfizerbioNtechmoderna RNA or mRNA vaccine Boast the immune system and the killer t-cells destroy 

the infected cells. 

Sputnik v Non replicating viral vector Viral vector-based vaccination is another well-

established technology that can help in triggering strong 

immune response m 

Novavax Protein subunit The protein subunit vaccine is a well-established 

technology and can boost the immune response. 

Covaxin Inactivated vaccine Covaxin is immune potential oralso known as vaccine 

adjuvants. And this vaccine increases the immune 

response in human 

Covisheild Adenovirus viral vectors Protects against SARS COV -2 virus and increase 

immunity. 
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Conclusion: 

From this examination we have tracked down a more prominent contrast between the two waves in 

the Covid. The examination is worldwide however there is a primary premise upon the COVID19 

pandemic circumstance dependent on India. The investigation has centered upon the significant 

contrasts between the two floods of Covid pandemic. The examination appeared about the death rate 

unaltered in the two waves. Be that as it may, the infectivity has extreme contrast between the 

waves. The infectivity of first wave was similarly lower than that of the subsequent wave. Second 

wave additionally can taint the youngsters more. The subsequent wave has hereditary change in the 

Covid strains so it has greater chance contamination. It likewise can have the safe getaway. So, the 

RT-PCR may fizzle for certain instances of second wave disease. The distinction likewise present as 

per freak variation, period of patients, side effects, region contaminated, disease rate, 

manifestations, clinical oxygen interest, syndromatic contrast and a few more distinction. 
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ABSTRACT 

 In a traditional systems use of medicinal plants have a great 

role. Medicinal plants have diverse pharmacological potential with 

very lesser or no side effect. Black pepper (Piper niger L.) is a 

natural medicinal plant used to treat many diseases. Here we have 

used ethanol, chloroform, and methanol extract of Black pepper of 

50µg/ml, 100µg/ml, 200µg/ml, and 300µg/ml concentration. It is 

observed that 300µg/ml concentration of ethanol extract of Black 

pepper shows the high zone of inhibition. There are several 

phytochemical, found in Black pepper after observing in qualitative 

phytochemicals analysis. The phytochemicals are alkaloids, 

flavonoids, steroids, tannins, and saponins. 

 

 

 

INTRODUCTION 

 
The Plants have antimicrobial, antiviral, and antibacterial potential. Day by day the search on antimicrobial 

activities of plants increases with high expectation. Black pepper is a type of spice, scientific name Piper 

nigram, found in almost all over the world having various medicinal activities. A fresh mature Black pepper of 

approximately 5m in diameter contains a seed like a drupe. Black pepper is mainly cultivated in tropical 

regions, Vietnam is the world’s largest source of Black pepper. It can maintain cholesterol levels, blood sugar, 

gut breath and can improve the brain. Here I have studied the antimicrobial effect of Black pepper. 

 

MATERIAL AND METHODS 

 
Collection of Plant Material: 

Seed of Black Pepper was selected for the study of antibacterial activity and phytochemical analysis. The seed 

black pepper was collected from the market on Hooghly, West Bengal, India. 

Taxonomical position of Black pepper:- 

Kingdom: Plantae 

Clade: Tracheophtyes 
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Clade: Mangnoliids 

Order: Piperales 

Family: Piperaceae 

Genus: Piper 

Species: P. nigrum 

 

 

 

 

 

 

 

 

Fig 1: Black papper 

 

Bacterial cultures: 

To study the antibacterial effect here used Staphylococcus aureus as Gram-positive bacteria, Escherichia coli, 

and Salmonella typhi as Gram-negative bacteria.   

Preparation of different extraction: 

• Ethanol extract: 10 g of powdered plant material was dissolved into enough ethanol to make 40 ml of 

ethanolic extract (25% w/v). The procedure to make extract was same as procedure used for aqueous 

extract. 

• Chloroform extract:   5gm of air-dried powder of leaves was mixed with 25ml of chloroform in a 

conical flask and then kept on a rotary shaker for 10mints. Then they were bound with tissue paper and 

a rubber band. Some holes were made so that air can pass through it and then kept in room 

temperature for 3-5 days for evaporating.   

• Methanol extract:  5gm of air-dried powder of leaves was mixed with 25ml of methanol in a conical 

flask and then kept on a rotary shaker for 10mints. Then they were bound with tissue paper and a 

rubber band. Some holes were made so that air can pass through it and then take room temperature for 

3-5 days for evaporating. 

Preparation of extract concentration: 

Four concentrations (50mg/ml, 100mg/ml, 200mg/ml and 300mg/ml) were made from each of the three 

extracts (Chloroform, Ethanol, Methanol extract). In every case, 3 gm of Extract was mixed with 10ml DMSO 

(Dimethyl Sulfoxide) to prepare 300 mg/ml stock concentration.. 

Microbiological assay:  

• Agar disc diffusion method:  The antibacterial screening of seed extract of black pepper was prepared 

by dissolving 3gm of each extract separately in 10ml Dimethyl Sulphoxide (DMSO). From this 50µg/ml, 

100µg/ml, 200µg/ml, 300µg/ml concentration were taken for the analysis of antibacterial activity. A 

hollow tube was heated and pressed above the inoculated agar plate. It was removed immediately by 

making a well in the plate; two wells on each plate were made one each for DMSO control. 
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• Disc diffusion method: A single colony of the purified isolates was inoculated in 5 ml sterile peptone 

water and incubated at 37°C overnight. Thereafter, a loop full culture was diluted in 5 ml sterile 

phosphate-buffered saline and seeded into Muller Hinton agar. The antibiotic disc (Hi-Media) was placed 

on the surface of the agar and incubated overnight at 37°C. The zone of inhibition was recorded and a 

control sensitive culture was included in the experiment. 

 

Medium: 3.8 g of Mueller Hinton Agar (MHA) was added with 100ml of distilled water. Then it autoclaved at 

121
0

C for 15 minutes. Poured it uniformly in Petri plates and then set the agar properly in the require 

temperature for future use. 

 

Inoculums and Incubation: 0.1mg of bacterial culture was transferred in agar plate. Then the plate was stood 

for 5min, before it prepared for tested different concentrations. The seed extract of pepper was loaded in 

different concentrations into the agar plate. Then incubate with the bacterial culture at 37
0

C for 24-48 hours in 

the incubator. 

 

Phytochemical screening of spices: 

  

• Screening for alkaloids: To 5 ml each of the spice extracts, 5 ml of aqueous hydrochloric acid 

was added on a steam bath at 60°C for 5 min. The spice extract was filtered with a 3 layered 

muslin cloth. In one ml of the filtrate, few drops of Draggendoff’s reagent were added. The 

appearance of Blue-black turbidity was positive for alkaloids. 

• Screening for steroids: 1 ml of extract was dissolved in 10 ml of chloroform and an equal 

volume of concentrated sulphuric acid was added by the sides of the test tube. The upper layer 

turns red and the sulphuric acid layer showed yellow with green fluorescence. This indicates the 

presence of steroids. 

• Screening for tannins: 5ml of each extracts was stirred separately with 100 ml distilled water 

and filtered. One millilitre ferric chloride reagent was added to the filtrate. A blue-black or blue-

green precipitate was an indication of the presence of tannin. 

• Screening for flavonoids:  5 ml of dilute ammonia solution was added to the aqueous extract 

followed by the addition of 1 ml concentrated H2SO4. The appearance of yellow color indicated the 

presence of flavonoids. 

• Screening for saponins: 5ml of each extracts were mixed with distilled water and shaken 

separately in a test tube. Frothing, which persists on warm heating was taken as preliminary 

evidence of the presence of the saponin. 

 

Table 1- Phytochemical study of black pepper. 

Phytochemicals                              Chloroform              Methanol              Ethanol 

Alkaloids + - + 

Flavonoids - + - 

Tannins - - - 

Saponins + + - 

Steroids - + + 
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RESULTS AND DISCUSSION 

For the extraction of the active compounds of Black pepper seed, we used both polar and non-polar solvents. 

Using the Agar diffusion method the antibacterial activities can be determined by measuring the diameter of 

the growth inhibition zone. The extract of Black pepper using different solvents like benzene, methanol, 

ethanol, and chloroform were screened to study antibacterial activity against both Gram-positive and Gram-

negative bacteria. By using Agar cup method antibacterial activity was tested on Muller Hinton Agar (MHA). 

Various concentrations of extracts were prepared. 

 

Table 2- of black Antibacterial activity of Methanol extract pepper seeds 

against different bacteria 

concentration Zone of inhibition 

 Staphylococcus 

aureus 

Escherichia 

Coli 

Salmonella 

typhi 

300 20.2±1 27.1±2 18.8±1 

200 18.3±2 22.4±1 16.4±2 

100 17.2±1 19.8±2 15.5±1 

50 15.1±2 16.5±1 13.6±2 

 

Fig 2: Antibacterial activity of Ethanol extract of black pepper seeds against different bacteria. 

 

 

Table 3- Antibacterial activity of Ethanol extract of black pepper 

seeds against different bacteria 

concentration 

 

Zone of inhibition 

 Staphylococcus 

aureus 

E. coli Salmonella 

typhi 

300 38.0±1.0 33.0±2.0 32.4±1.0 

200 33.0±2.0 32.1±1.0 28.3±2.0 

100 27.3±1.0 26.3±2.0 25.0±1.0 

50 24.8±22.0 22.2±0 19.6±2.0 
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Fig 3: Antibacterial activity of Ethanol extract of black pepper seeds against different bacteria. 

 

 

 

 

 

 

Fig: 4 -Antibacterial activity of Chloroform extract of black pepper seeds against different bacteria. 
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Table 4-Antibacterial activity of Chloroform extract of black pepper seeds against 

different bacteria. 

concentration 

 

Zone of inhibition 

 Staphylococcus 

aureus 

E. coli Salmonella typhi 

300 28.3±1.0 32.0±2.0 31.2±1.0 

200 27.4±2.0 31.2±1.0 28.2±2.0 

100 24.0±1.0 27.0±0 25.3±1.0 

50 22.0±2.0 23.2±1.0 20.2±2.0 
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CONCLUSION 

Black pepper extract has greater antibacterial activity. It was observed that Gram-positive bacteria are more susceptible 

than Gram-negative bacteria treated with Black pepper extract. After qualitative chemical analysis, we found alkaloid, 

flavonoid, tannins, saponins, and steroid from it. So, it is clear that we should be getting positive results by using Black 

pepper extract as an antibacterial agent. 
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Abstract 

The aim of the present study sought to evaluated that biochemical constituents like protein, carbohydrate, 

total lipids, total phenols and phytochemical were analyzed from the marine red algae Gracilariacrassa. 

The present observation G.crassa showed the flavonoids, alkaloid, phenol, chlorogenic acid and 

carbohydrates were presented all the extracts. The biochemical content, fatty acid profile and mineral 

compositions were also recorded from the Gracilariacrassa extract. In this study, the biochemical 

constituents such as total carbohydrate (19.34±0.10%), total protein (23.13±0.005%), total phenols 

(7.81±0.23 mg/g) and total lipids (0.27±0.5%) were observed from the extract of G.crassa. The fatty acid 

profile showed that the higher concentration of saturated fatty acid and poly unsaturated linoleic acids were 

recorded.  In mineral composition, the Ca (135.4±0.20 mg/100
-1

) level was high when compared with other 

elements. In view of the results, the present study suggests that G.crassa contains important nutrients for 

human health and is possible natural functional foods. 

Key words: phytochemical, fatty acid, Gracilariacrassa, protein, mineral and total lipids. 

 

INTRODUCTION  

Seaweeds are primitive non-flowering plants without true roots, stem and leaves. They grow in the 

intertidal, shallow and deep sea areas up to 180 meter depth and also in estuaries, backwaters and lagoons 

on solid substrates such as rocks, dead corals, pebbles, shells, mangroves, and other plants (Anantharamanet 

al.,2007). Seaweeds are classified as Rhodophyta (red algae), Phaeophyta (brown algae) and Chlorophyta 

(green algae) depending on their nutrient and chemical composition. It was estimated that about 90% of the 

species of marine plant are algae and about 50% of the global photosynthesis is contributed from algae 
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(Dhargalkaret al., 2005).Seaweeds are considered as a source of bioactive compounds as they are able to 

produce a great variety of secondary metabolites characterised by a broad spectrum of biological activities. 

Compounds with antioxidant, antiviral, antifungal and antimicrobial activities have been detected in brown, 

red and green algae (Chew et al., 2008). The environment in which seaweeds grow is harsh as they are 

exposed to a combination of light and high oxygen concentrations. These factors can lead to the formation 

of free radicals and other strong oxidising agents but seaweeds seldom suffer any serious photodynamic 

damage during metabolism. This fact implies that seaweed cells have some protective mechanisms and 

compounds (Matasukawaet al., 1997). Many metabolites isolated from marine algae possess bioactive 

effects. The discovery of metabolites with biological activities, from macro algae, has increased 

significantly in the past three decades; on the other hand, seaweeds have recently received significant 

attention for their potential as natural antioxidants. Marine organisms are a rich source of structurally novel 

and biologically active metabolites (Perry et al., 1991).  

Seaweeds are very important natural resources from the oceans that are employed as human foods and 

animal feeds in their whole form, and as sources of polysaccharides (mainly alginates, carrageenans and 

agar), carotenoids, lipids, vitamins, minerals, dietary fiber, proline and amino acids for use in food and 

pharmaceutical industry (Debbaramaet al., 2016). Seaweeds have been included for a long time in the 

traditional diet of East Asian countries such as Japan, Korea and China; more recently, their presence in all 

forms in the diet of Western countries has been progressively increasing (Torres et al., 2019). Sumitra 

Vijayaragavan et al., (1980) analyzed the seasonal variations in biochemical composition of some seaweed 

from Goa coast. Muthuraman and Ranganathan, (2004) investigated protein, amino acids, total sugars and 

lipid contents of Caulerpascalpelliformis, Cladophoravagabunda, Enteromorphacompressa, 

Halimedamacroloba, Ulvafasciata and Chaetomorphaantennina. The biochemical composition of seaweeds 

differs and is affected by inflow of land sources, geographic area and season of the year and temperature of 

water (Jenson, 1993).  

However, the nutrient profile of seaweeds such as Gracilaria is influenced by different factors such as 

seaweed species, habitat, maturity stage, season, water temperature and the sampling conditions and method 

employed in the determinations (Torres et al., 2019). Gracilariacrassa is exclusively marine red algae. It 

varies in size and shape. They are either epiphyte, grow as crust on the rocks or shells as a large fleshy, and 

branched like thalli. There are several benefits arises from this species such as medical and food wise. In the 

present study, the phytochemical screening from marine red algae and evaluate their antimicrobial potential. 

Thus, the present study sought to evaluate the phytochemical screening and chemical composition of 

Gracilariacrassafrom the Muttam coast of Palk Bay, Kanyakumari. 

MATERIALS AND METHODS  

Collection of seaweeds  

The seaweedGracilariacrassa was collected from coastal area of Muttam, Kanyakumari district, Tamil 
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Nadu, India. Macro algae samples were collected manually using transects method from the submerged 

marine rocks, soft substratum, during low tide in the intertidal and sub-tidal regions.After collection of 

sample, it was brought to the laboratory. Algal samples were washed in running tap water to remove any 

associated debris and then with the distilled water. After washing the samples were dried in a blotting paper 

for two weeks. After drying the sample was grinded in to powder form which was then stored in 4 °C for 

further studies. The algal specimen was identified at central salt and marine algal research station 

(CSMARS), Mandapam.  

 

Preparation of extract 

One gram of algal sample was extracted with 10 ml of different solvents systems such as methanol, 

chloroform and aqueous in a beaker for 24 hours at room temperature. Then the solvent portion was 

centrifuge at 5000rpm for 10minutes. The supernatant was collected from the centrifuge tube and the 

solvent were evaporated. Finally crude extract was obtained. The extracts were collected in separate plastic 

vials and stored in the refrigerator for further studies. 

Phytochemical analysis 

Phytochemical screening was carried out to assess the qualitative chemical composition of different solvent 

extracts using commonly employed precipitation and coloration to identify the major natural chemical 

groups such as alkaloids, saponin, phenols, carbohydrates, flavonoids, glycosides, coumarins, steroids, 

tannins, chlorogenic acid and anthocyanin were performed by the standard procedure as described by 

Harborne,1973. 

Biochemical analysis 

Estimation of Carbohydrate 

The total carbohydrate content of the powdered Gracilariacrassa was estimated by phenol-sulphuric acid 

method (Dubois, et al, 1956). The Phenol - Sulfuric Acid method is an example of a colorimetric method 

that is widely used to determine the total concentration of carbohydrates present in foods. A clear aqueous 

solution of the carbohydrates to be analyzed is placed in a test-tube, then phenol and sulfuric acid are added. 

The solution turns a yellow-orange color as a result of the interaction between the carbohydrates and the 

phenol. The absorbance at 420 nm is proportional to the carbohydrate concentration initially in the sample. 

The sulfuric acid causes all non-reducing sugars to be converted to reducing sugars, so that this method 

determines the total sugars present. This method is non-stoichemetric and so it is necessary to prepare a 

calibration curve using a series of standards of known carbohydrate concentration. 

Estimation of Protein 

The total protein content in the crude extracts of Gracilariacrassawas estimated by Biuret method. 

Seaweeds powders 250 mg were taken in a test tube and 2 ml distilled water was added to it. The mixtures 
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were mixed thoroughly by shaking for 1 minute by CM 101 Cyclo mixer, REMI and 4 ml Biuret reagent (9 

g of sodium potassium tartrate, 3 g of copper sulphate, 5H2O and 5g of potassium iodide, in 400 ml of 0.2N 

sodium hydroxide solution and make up the volume to 1000 ml) was added to each seaweeds solution 

which were incubated for 30 minutes in room temperature and after incubation, mixtures were centrifuged 

at 4000 rpm for 10 minutes, supernatants were collected and the observance of all supernatants were taken 

at 540 nm with UV/Vis Spectrophotometer (Goshev and Nedkov, 1979). Bovine serum albumin (BSA) 

solution was used as standard. From 0-10 mg/ml of different concentration of BSA solutions was prepared 

and from each working standard 1 ml of solutions was taken and 4 ml Biuret reagent were added to it and 

incubated for 30 minutes and observance of OD value was taken at 540 nm. The standard calibration curve 

was made by using the estimated absorbance at y axis and concentration at x axis. From this calibration 

standard curve protein content of seaweeds were estimated. 

 

Estimation of total Lipids 

The lipid content of the Gracilariacrassa was estimated by using chloroform methanol mixture as described 

by Folch et al, (1957). The extract of seaweed was homogenized with chloroform / methanol (2:1) to a final 

volume 20 times the volume of the sample. After dispersion, the whole mixture was agitated for 15-20 mins 

in an orbital shaker at room temperature. The homogenate was then centrifuged to recover the liquid phase. 

Then solvent was washed with 0.9% sodium chloride solution and vortexed for few seconds and the mixture 

was centrifuged at low speed (2000rpm) to separate the 2 phases. The upper layer was siphonized without 

mixing the whole preparation. The lower chloroform phase containing lipids was evaporated under vacuum 

using a rotary evaporator. 

 

Estimation of total Phenol 

Total phenolic compounds were determined in sample extracts using the Folin– Ciocalteu reagent (Dewanto 

et al., 2002). An aliquot of 0.125 ml of diluted extracts were mixed with 0.5 ml of distilled water and 0.125 

ml of the Folin–Ciocalteu reagent. After 6 min, 1.25 ml of Na2CO3 (7 %) and 1 ml of distilled water were 

added and the obtained preparation was mixed thoroughly then incubated. After 90 min, the absorbance was 

monitored at 760 nm and the results are expressed as mg of gallic acid equivalents per gramme of dry 

residue (mg GAE/g). The assay was done in triplicate. 

 

Estimation of fatty acid 

Fatty acids in the sample were identified and quantified methyl esters in NEON II gas chromatography 

instrument following the procedure outlined by Niller and Berger (1985). 

Estimation of mineral content 

For mineral composition, 100 mg ground dried samples were treated with 10 mL of concentrated HNO3 
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overnight (Santosoet al., 2006). Thereafter, 2.5 mL concentrated HClO4 and 250 μL H2SO4 were added to 

the samples followed by heating until no white smoke was emitted. One hundred milliliters of 2 % HCl was 

added in the digested sample and filtered with a 0.22-μm membrane filter. The samples were analyzed using 

inductively coupled plasma atomic emission spectroscopy (PerkinElmer, Optima 2000, USA).  

 

RESULTS AND DISCUSSION 

Phytochemical analysis 

Preliminary phytochemical tests of Gracilariacrassa were done by using methanol, chloroform and water. 

The each extracts confirmed the presence of important active chemical constituents such as flavonoids, 

alkaloid, phenol, chlorogenic acid and carbohydrates. The saponinand tannin are presented in the methanol 

extract only and coumarine and anthocyanin were absent in all the extracts. Glycosides are presented in both 

chloroform and methanol extracts. The results of the phytochemical analysis are compiled in 

Table.1.Phytochemicals are naturally present in the seaweeds and are biologically significant and plays an 

essential role in defending themselves against various pathogenic microbes.  The phytochemical screening 

of plants reveals the presence of primary and secondary metabolites that suggest the plant might be of 

medicinal orindustrial importance. Rajakumar and Alwin PremSingh (2017) reported that the methanol and 

aqueous extracts of Gracilariaedulisshowed the presence of a number of metabolites such as alkaloids, 

saponin, phenols, terpenoids, proteins, flavonoids, glycosides, coumarins and tannins.The present 

observation G.crassashowed the flavonoids, alkaloid, phenol, chlorogenic acid and carbohydrates were 

presented all the extracts. This was correlated with the previous work done by Harold Peter (2011), reported 

that the whole plant extracts of Canthiumparviflorum revealed the presence of phytochemicals such as 

alkaloids, oils, flavanoids, gums, phenols, saponins, steroids, tannins and terpenoids. Flavonoids possess 

anti-allergic, anti-inflammatory, antiviral and antioxidant activities (Bbosa, 2010). 

Biochemical analysis 

The determined for various chemical constituents like, carbohydrate, protein, total lipids and total phenols 

were recorded in G. crassaare shown in the Table.2. The biochemical constituents such as total 

carbohydrate (19.34±0.10%), total protein (23.13±0.005%), total phenols (7.81±0.23 mg/g) and total lipids 

(0.27±0.5%) were observed from the extract of G.crassa. Among the biochemical constituents, the protein 

content was higher compared to other content. In previous study, Dhamotharan (2002) investigated the level 

of the total lipid and protein content in brown algae and found that the levels of lipid and protein were high 

in stoechospernummarginatum as compared to padina.Mumtaj (2015) reported that the protein contents 

differ according to the species and seasonal conditions. It is confirmed in this study brown algae 

Turpanariagonaidaeshowing maximum concentration of protein, DNA and amino acid and it will be 

followed by Gracilariafoliferaand Bryopsis. Impellizzeri et al.,(1975) reported the occurrence of amino 
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acids and low-MW carbohydrates in 18 macroscopic marine algae belonging to the division Rhodophyta, 

class Florideophyceae. Both biotic and abiotic factors form the micro and macro environment of the 

organism and the strong or less perceivable variations in the environmental parameters influence such 

distinct differential amount of carbohydrates. Chemical composition of green, brown seaweeds and protein 

contents of red seaweeds of Sourashtra coast were reported by Dave et al.,(1977). Dhamotharan (2002) 

estimated the total phenol content in brown algae and found that the levels of total phenol content in 

stoechospernummarginatum (920μg/g dry wt.)  is three folds that of padina (280 μg/g dry wt). Therefore, a 

number of studies have focused on the biological activities of phenolic compounds. As one of the major 

utilizable algal resources of the sea, they are known to contain carbohydrates, proteins, vitamins and 

minerals and micro nutrients (Chapman, 1980). The present observation G.crassashowed the higher 

concentration protein.  

 

Fatty acid profile 

The fatty acid profile was recorded in G. crassa. Among the fatty acid content, the omega fatty acid 

(0.9832±0.002%) was presented in higher and followed by linolenic acid (0.2834±0.0020%). The moderate 

amount of alpha linolenic acid (0.1184±0.0010%), margaric acid (0.1137±0.0010%) and oleic acid 

(0.1134±0.0010%) were also presented. The least composition moroctic acid (0.0096±0.0001%) was 

recorded (Table.3). Red seaweeds are particularly rich in SFAs and PUFAs which have nutritional 

applications that lead to their extensive use in food, feed, cosmetic, biotechnological and pharmaceutical 

applications (Kumariet al., 2010).Variation in fatty acid content may also be due to the season of collection 

as well as other abiotic factors such as nutrition, salinity, light and temperature (Francavillaet al., 2013). 

According to this work (Sakthivel and Devi, 2015), the most abundant fatty acids in both seaweeds were 

palmitic, stearic and α-linoleic acid acids. The same fatty acids were also found abundant in G. changii 

(Francavillaet al., 2013).In the present study, omega fatty acid (0.9832±0.002%) was presented in higher 

and followed by linolenic acid (0.2834±0.0020%). The presence of this n-3 fatty acid in Gracilariaspp. is 

inconstant, because it was found in G. gracilis (Francavillaet al., 2013), but it was not detected in G. 

changii(Chan and Matanjun,2017) or G. edulis (Sakthivel and Devi, 2015). Fatty acids overall profile 

obtained in this work were significantly different than 57.5% SFAs, 18.3% MUFAs and 18.4% PUFAs 

reported for Gracilaria sp. (Da Coastaet al., 2017) or the 7.5% SFAs, 38.3% MUFAs and 51.2% PUFAs 

18.4% reported for Gracilariachangii (Chan and Matanjun,2017). 

 

Mineral content 

The mineral such as, calcium, magnesium, iron, sodium, potassium, copper, zinc, phosphorus, manganese, 

chromium, lead, cadmium, iodine, nickel and molybdenum were estimated in G.crassa extract. Calcium 

(135.4±0.20 mg/100
-1

) was the major mineral constituent in G.crassa.  The moderate amount of potassium 
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(34.43±0.152mg/100
-1

), sodium (25.56±0.152mg/100
-1

) and phosphorus (14.65±0.020mg/100
-1

) were also 

presented. The level of inc (5.653±0.0153mg/100
-1

), iodine (3.110±0.021mg/100
-1

), chromium 

(2.440±0.200mg/100
-1

), magnesium (2.343±0.015mg/100
-1

) and manganese (1.960±0.0152mg/100
-1

) were 

also recorded. The least level of iron (0.119±0.002mg/100
-1

), copper (0.119±0.0012mg/100
-1

), lead 

(0.454±0.200mg/100
-1

), cadmium (0.214±0.201mg/100
-1

), molybdenum (0.68±0.15mg/100
-1

) and nickel 

(0.342±0.05mg/100
-1

) were observed (Table.4). Seaweeds are one of the richest sources of minerals and 

trace elements, because the cell-wall polysaccharides and proteins of seaweed contain sulfate, anionic 

carboxyl and phosphate groups which act as binding sites for metal retention (Ródenas de la Rocha et al., 

2009). With respect to the mineral content, G.crassa showed a higher content of Ca (135.4±0.20 mg/100
-1

) 

in previous work, seaweeds had a higher or similar content of minerals like Zn, Cu, Mg and Fe when 

compared with the content of G. acerosa (Syad et al., 2013), G. edulis (Sakthivel and Devi, 2015), G. fisheri 

and G. tenuistipidatata (Benjama and Masniyomet al., 2012), with the exception of Mg in G. edulis which 

were lower than those found for other previous works as G. changii(Chan and Matanjun,2017). The ability 

of seaweeds to accumulate metals will depend on a variety of factors such as location, exposure, salinity, 

temperature, pH, light, nitrogen content, season, plant age, metabolic processes or the affinity of the plant 

for each element among others (Sánchez-Rodríguez et al., 2001). In view of the present results, G.crassa 

contain an adequate amount of minerals, which suggests that these seaweeds could act as important sources 

of mineral supplements which are essential for human nutrition. 

 

Taple.1 Preliminary phytochemical analysis of various solvents extract of G.crassa 

S.No Phytochemical 

content 

Name of the test Chloroform Methanol Aqueous 

1 Alkaloid  Mayers test + + + 

Dragendroffs test + + + 

Wagner test - + - 

2 Saponin Foam test - + - 

3 Flavonoids  Ammonia test + + + 

4 Phenol  Phenol reagent  + + + 

5 Carbohydrate  Molish test + + + 

Fehling test - - - 

Benedicts test - - - 

6 Glycosides  Burchard test + + - 

7 Coumarins NaCl test - - - 

8 Tannin  Lead acetate test - + - 
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9 Chlorogenic acid  Ammonia test + + + 

10 Anthocyanin  NaOH test - - - 

 

Table.2 Biochemical analysis of G.crassa 

S.No Biochemical content Composition (%) 

1 Carbohydrates  19.34±0.10 

2 Protein  23.13±0.05 

3 Lipid  0.27±0.5 

4 Phenol  7.81 mg/g 

 

Table.3 Fatty acid profile of G.crassa 

S. No Fatty acid Composition (%) 

1 Palmitic acid  0.0816 ±0.1000 

2 Margaric acid  0.1137±0.0010 

3 Stearic acid  0.0834±0.010 

4 Oleic acid  0.1134±0.0010 

5 Linolenic acid  0.2834±0.0020 

6 Alpha linolenic acid  0.1184±0.0010 

7 Moroctic acid  0.0096±0.0001 

8 Omega fatty acid  0.9832±0.002 

9 DHA 0.0871±0.001 

10 EPA 0.1948±0.003 

 

Table.4 Mineral composition of G.crassa 

S.No Minerals mg/100g
-1

 

1 Ca 135.4±0.20 

2 Mg 2.343±0.015 

3 Fe 0.119±0.002 

4 Na 25.56±0.152 

5 K 34.43±0.152 

6 Cu 0.119±0.0012 

7 Zn 5.653±0.0153 

8 P 14.65±0.020 

9 Mn 1.960±0.0152 
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10 Cr 2.440±0.200 

11 Pb 0.454±0.200 

12 Cd 0.214±0.201 

13 I 3.110±0.021 

14 Mo 0.68±0.15 

15 Ni 0.342±0.05 

CONCLUSION  

The alga is rich source of omega fatty acid, calcium and phosphorus formed the major bulks in the minerals 

as well as in fatty acid content. The investigation revealed the richness of alga in protein and carbohydrate 

content; the lipid content being least. Thus, the overall observation of the present study suggests that shows 

nutritive biochemical properties and promising as a source of pharmacognosical value. Hence, it can be 

concluded that the G.crassa was used in food industry for nutritional purpose and pharmaceutical industry 

as a source of basic materials in the preparation of nutrient supplement products and fine chemical 

synthesis. 
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Abstract:  
The River water algae can resist many environmental stresses. Usually they grow on water if the water is 

steady but the River water is also contaminated by series of natural reasons. Many genera can grow in the 

River water. The algae are identified by their shape, size, colour and morphological structure. The 

physiochemical status of the River water contributes to the phenology of Chlorophycean algae of the River 

Ganga in Kolkata. Maximum algal population was determined by testing the concentration of algae in the 

water of the Ganga River. Summer is the season when algal growths are seen at its peak but in the winter 

the concentration of those algal species are less. But the predominant two species are Chlamydomonas sp. 

and Dunalliellasp. 

Key-words: Resist, Habitat, Terrestrial, Multicellular. 

 

Introduction:  
Algae are the diverse group of autotrophic organism, able to photosynthesis and having motile or non motile 

unicellular or multicellular forms. It is believed that although the chloroplasts have the single origin but all 

the algal groups are not originated from a single algal ancestor. Most algae have marine habitat but several 

algal species have terrestrial habitat as well. Most algae are found abundantly from desert sand to sea water 

to hot springs and glaciers of ice. They can be flagellated single celled organism or multicellular thallus type 

structure. The giant kelp of Eastern Pacific which is 60 meters long and deep dense forest like structure is 

also a type of algal growth itself. The aquatic ecosystems are also dependent on the algae. The primary 

producers of the ecosystem are algae. The fresh water fishes feed on algal food substances. So the fresh 

water food chains are highly dependent on algae. During stages of their lifecycle, fishes consume about 75% 

of algae. The BOD is often provided by the algal biomass of the water bodies. So algae are important to 

produce fishes in fisheries. The algae produce about 48% of oxygen of the world itself. The algal groups are 

producing single cell proteins (SCP) now days. The algal growth in the environment depends upon some 

conditions which are light, pH, temperature, hardness, salinity, phosphorus content, nitrate content and 

water current velocity for the growth of phytoplankton. Nutrients are the main factor for the growth of algal 

species. In the River like Ganga River the phosphorus content is predominantly found, which is certainly a 

trace element for the growth of algal species. Nitrogen is also found to be responsible for triggering a algal 

bloom. But this factor is more commonly studied in the case of salt sea water. The sources of water 

nutrients, important for algal growth are divided into two divisions by scientists. The first division is natural 

sources. And second division is artificial or man-made sources. Natural sources include the sources 

provided by nature as soil leach nutrients, atmospheric deposited nutrients and nutrients come with a certain 

water flow. The man-made sources are more complex and highly effective those may be manure, fertilizer, 

industrial effluents and human sewage.  Among all the autotrophs algae secures its significant ranking by 

versatilities. It has excellent variation in structure. It possesses role in biodiversity and have wild variation 

of habitats. It is just not enough for algal qualities as there a lot of algal qualities. They have various thallus 

organizations. The periodic distribution is very hard for this organism which is referred to be phenology. 

Time to time the researchers has researched upon the algal diversity of Indian subcontinent. Systematic and 

classification of algae are overviewed by scientists on the basis of their morphology, cytology, biochemistry 

and recent aspects of biology. An attempt is made to focus on fresh water green algae or River water green 

algae. So the study is done on Ganga water algae of Kolkata. 
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Fig 1: Algal bloom in the Ganga River. 

 

Materials and methods: 

Sample collection: 

Samples of fresh water algae were collected from the different locations as Babughat, James PrincepGhat 

and many more Ghats, which are located on the Ganga River. The samples were taken to laboratory. They 

were washed in mild warm water and cold water. The samples are also preserved in 4% formaldehyde. 

Mounts of the samples were also prepared.  

 

Detection of algal diversity: 

Detection of algal diversity was done by microscopic analysis of the specimen. The structure of algal 

samples was studied under microscope. And the identification was done on basis on the phylogenetic tree 

and they are also noted.  

 

Determination of concentration of algal cells:  

The algal cell concentration was determined by the direct microscopic count methods. The concentrations 

were calculated per ml of water. And in every season the abundance of algal species are calculated. 

 

Results:  

The Chlorophyceae an algal flora that has found to be appearing in the Ganga water have studied along. It 

was found that the microbes isolated were coming from several groups, genera and orders. Orders are 

below. 

Order Genera 

Chlorococcalessp. Pediastrum, Chlorella, Scenedesmus, Hydrodictium 

Volvocales sp. Clamydomons, Duralliceae, Pandoria, Eudorina 

Ulotrichales sp. Enteromorpha 

Cladophorales sp. Cladophora 

Chaetophorales sp. Stigeoclonium 

Conjugales sp. Spirogyra, Zygnema, Cosmarium, Closterium 

 

From this study the predominant genera are 15 different genera of algae among which mostly found are 

Dunalliellasp. and Clamydomonssp. Those two genera are found in high concentration in every season in 

Ganga River water. In the month of January to March a mass growth in the algal biomass is seen 

significantly rising. While in the month of May to July the growth faced a decrease. And in the month of 

December the decrease turn into the lowest growth condition of those algal species. The peak was found in 

January in the case of algal growth. The abundance chart of algae in the Ganga River water of Kolkata 

expresses the weather advantage influence on the algal growth. Due to the nutrient availability and excess 

sunlight the algal growth is found most abundantly in the Ganga River water. But the winter available with 

nutrients lacks the sunlight to cause the lowest algae found there. The monsoon season have a speciality the 

new fresh rain water is available in the season. That new fresh water mostly washout some algae and 
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nutrients of the season. So the growth starts to decrease at this season. The population of Chlorella sp. was 

found significantly less across the whole year while other algal group‟s shows decrease and increase in the 

growth. We can see the serial decrease for almost every isolated algal group from January to December. 

That yearly change of algal growth is expressed by the study. The seasonal variations of those 15 algal 

species are included in the chat below. 

Sl. Algae Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec 

1 Pediastrumsp. ++ + +++ - - ++ + - - + - - 

2 Scenedesmus 

sp. 

- +++ + - + - - + + - - - 

3 Chlorella sp. ++ + - + - - +++ - - + - - 

4 Hydrodictium 

sp. 

- ++ + - ++ + - - - - - - 

5 Clamydomons 

sp. 

+++ - + ++ - - + ++ - - ++ + 

6 Duralliceae 

sp. 

+++ + + - + + - - - ++ + + 

7 Pandoria sp. ++ +++ + - + + + + - - - - 

8 Eudorina sp. - ++ +++ ++ - - - - + - - - 

9 Enteromorpha 

sp. 

+ +++ ++ + - - + - + - ++ - 

10 Cladophora 

sp. 

++ +++ - ++ - + - - + - - - 

11 Stigeoclonium 

sp. 

+++ ++ - + - ++ - - - - - - 

12 Cosmarium 

sp. 

+ +++ ++ - + - + - - + - - 

13 Spirogyra sp. ++ + + - + - - + - - - - 

14 Zygnema sp. +++ ++ - + - - + - + - - - 

15 Closterium 

sp. 

+ ++ +++ + - ++ - + - + - - 

 

This study is also shown the algal population mostly flourishes in the late winter mainly in early January. 

And this growth starts to decrease in the late monsoon. So the perfect time for the algal management for 

water is late winter and early summer. The remediation can‟t be done in the summer as the growth of 

plankton is high which may lead to hazards for the treatment. The seasonal changes of this growth also 

show that the temperature also effect on the microbial population specially the algal population. 

 

Discussion:  

The Kolkata is one of the religious and ancient places of West Bengal. It is a tourist spot also. The Kalighat 

made it famous religiously. The British capital was the Kolkata due to the easy transportation by Ganga 

River. The Ganga River is also one of the important causes of the economical importance of the place. The 

Ganga River is also responsible for agricultural and human resources of the region. But the River water is 

affected by human activities and pollution. Xenobiotic compounds along with several chemicals and bio 

fertilizers are mixed with the River water from industrial and agricultural sites. This causes the algal bloom 

in water. The algae grow upon the water for various causes. And this study shows the algal groups isolated 

from Ganga water are Chlorococcales sp., Volvocales sp., Ulotrichales sp., Conjugalessp.,Chaetophorales 

sp., and Cladophorales sp.. While summer predominant are Chlamydomonassp. and Duralliceaaesp. The 

most common algae in water are Chlamydomonassp. and Duralliceaaesp. The plankton status of the water 

indicates the physiochemical status of water. 
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Conclusion: 

Algal diversity plays an important role in determining the quality of a water body. Here we have isolated 

Chlorophycean algae from the Ganga River. Algae forms may take over River and algal bloom highly 

interfere with the eco-system of River. Although it has an important role in food chain.Chlorophycean can 

tolerate high degree of pollution. It has been observed that quantity of algae vary season to season because 

of changes in temperature, pH and other physiological factors of water. In summer the concentration of 

Chlorophycean most and it gradually decreases up to winter when concentration of respective algal species 

are very loss. We can use these algae in agriculture field as nitrogen source and for waste water treatment 

also. It can help us more than its harm. 
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1 - Abstract     

In this work, Computer-Aided Detection 

(CADe) and Computer-Aided Diagnosis 

(CADx) systems are developed and tested 

using the public and freely available 

mammographic databases named MIAS and 

DDSM databases, respectively. CADe system 

is used to differentiate between normal and 

abnormal tissues, and it assists radiologists to 

avoid missing a breast abnormality. At the 

same time, CADx is developed to distinguish 

between normal, benign and malignant breast 

tissues, and it helps radiologists to decide 

whether a biopsy is needed when reading a 

diagnostic mammogram or not. Any CAD 

system is constituted of typical stages including 

preprocessing and segmentation of 

mammogram images, extraction of regions of 

interest (ROI), features removal, features 

selection and classification. In both proposed 

CAD systems, ROIs are selected using a 

window size of 32×32 pixels, then a total of 543 

features from four different feature categories 

are extracted from each ROI and then 

normalized. After that, the selection of the 

most relevant features is performed using four 

different selection methods from MATLAB 

Pattern Recognition Toolbox v.5 (PRtool5) 

named Sequential Backward Selection (SBS), 

Sequential Forward Selection (SFS), 

Sequential Floating Forward Selection (SFFS) 

and Branch and Bound Selection (BBS) 

methods. We also utilized Principal 

Component Analysis (PCA) as the fifth 

method to reduce the dimensions of the 

features set. After that, we used different 

classifiers such as Support Vector Machines 

(SVM), K-voting Nearest Neighbor (K-NN), 

Quadratic Discriminant Analysis (QDA) and 

Artificial Neural Networks (ANN) for the 

classification. Both CAD systems have the 

same implementation stages but different 

output. CADe systems are designed to detect 

breast abnormalities while CADx system 

indicates the likelihood of malignancy of 

lesions. Finally, we independently compared 

the performance of all classifiers with each 

selection method in both modes. The 

evaluation of the proposed CAD systems is 

done using performance indices such as 

sensitivity, specificity, the area under the curve 

(AUC) of the Receiver Operating 

Characteristic (ROC) curves, the overall 

accuracy and Cohen-k factor. Both CAD 

systems provided encouraging results. These 

https://www.uetpeshawar.edu.pk/
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results were different corresponding to the 

selection method and classifier.  

  

2 - Key words    

 Digital Mammography; Breast Cancer; 

Computer-Aided Diagnosis; Machine 

Learning; Medical Image Processing.  

  

  

3 - Introduction  

 

Breast cancer is the abnormal growth of 

breast cells, which usually starts in the 

lobules of the inner lining of the milk ducts. 

Different types of breast cancer exist with 

different stages, truculence and genetic 

makeup. 10-years disease-free survival rates 

vary from 98% to 10% with the best treatment 

plan. Breast cancer treatment includes 

various strategies such as surgery, 

chemotherapy, hormone therapy and 

radiation. Breast cancer is still being a 

significant public healthcare problem among 

women, and it is the most common cancer 

around the world. The cause of this disease 

remains undetermined, and this makes 

primary prevention to be impossible. It is 

believed that early detection of breast cancer 

is the most promising way to lower the 

number of women suffering from it and this 

improves the chances to provide proper 

treatment options so that treatment will work 

with better results [2]. Among women in 

U.S., breast cancer is the most commonly 

diagnosed cancer besides skin cancer, and its 

death rates are the highest among other 

cancers besides lung cancer. In 2016, it is 

expected to diagnose approximately 246,660 

new cases of invasive breast cancer in 

women, and the expected diagnosed cases of 

non-invasive breast cancer are 61,000 women 

in the U.S. Also About 2,600 new patients of 

invasive breast cancer in men are expected to 

be discovered [3]. Mammography is a 

particular type of radiography, using low 

radiation levels to acquire images for a breast 

to diagnose a consequent exist of abnormal 

structures that imply a disease like cancer. 

The early detection of strange mammary 

pathologies like nonpalpable breast masses 

and calcifications is extremely important for 

successful cure of breast cancer patients. 

Mammography is the standard screening tool 

that is used to perform the task of breast 

cancer detection, and it results to reduce at 

least 30% in breast cancer deaths in the world 

[4], [5]. The benefit of mammography 

screening has undergone some recent 

contention since definite evidence relating 

mammography with mortality may not be 

proven. In contrast, an Institute of Medicine 

Report on Mammography suggests that using 

mammography screening for earlier detection 

of breast cancer may be an important factor in 

decreasing mortality from breast cancer in 

recent years [6]. The computer-based systems 

may provide a second supportive alternative 

in detecting breast abnormalities by 

completing the expert knowledge of 

radiologists, and two may help to make 

concise diagnostic decisions. Computer-

aided diagnosis (CAD) is a diagnostic 

procedure performed by the help of computer 

algorithms. Computerized systems for such a 

purpose are called CAD systems. It has been 

proved that the radiologist's performance in 

diagnosing mammography images can be 

increasingly improved by assisting them with 

the results obtained by the CAD system. 

Therefore, motivations become keen to 

develop robust CAD systems to support 
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radiologists' ability in reading different 

mammograms accurately [7].   

  

4 - Important contents    

Recently, many CADe systems have been 

developed by research groups for detection 

and classification of breast abnormalities. In 

many systems, some typical stages should be 

performed to find suspicious breast lesions. 

The main steps of such a method are shown 

in figure 3.1. The implementation of the 

proposed CADe system is accomplished 

using digital mammograms from MIAS 

database. The preprocessing is the first stage 

of the CADe system by which the breast 

region is enhanced and segmented by 

applying image processing techniques to 

improve the quality and reduce the noise ratio 

of the mammogram. The next stage is the 

selection of a region of interest (ROI), where 

a group of suspicious ROIs are selected to 

further delineate or classify them as normal or 

abnormal lesions. The following stage is the 

feature extraction that aims to characterize 

the lesions to differentiate actual lesions from 

falsely detected candidates, where the 

selected ROI is used to calculate a set of 

features. After feature extraction comes to the 

feature selection step which is considered an 

essential part of any classification scheme 

where the success of classification task 

largely depends on the selected features and 

the extent of their role in the model. The final 

stage is the classification where the selected 

features are then inputted into a classifier. 

The classifier is trained to distinguish normal 

from abnormal lesions. The design and 

experimental verification of the proposed 

study are achieved through two main phases. 

The first phase is the training phase, while the 

other is the testing phase, with 50% of the 

database. In the training phase, the system is 

trained to differentiate between healthy and 

cancerous cases by inputting the selected 

features of predefined normal and malignant 

images to the classifier. Then, in the testing 

phase, we test the performance of the system 

by entering elements of a test image to 

evaluate the correctness degree of the system 

decision.  

 

Figure 3.1: Block diagram of a generic 

CADe system 

In future work, It is imperative to continue 

the development of CAD systems that can 

contribute in the study of the breast cancer, 

innovating techniques capable of assisting 

the radiology experts and helping to reduce 

their subjectivity and examination time. The 

proposed systems are suitable to continue 

working on, by using datasets with a large 

number of samples representing different 

cases, including various classes of breast 

tissue abnormalities especially micro 

calcifications, extracting new powerful 

textural features and using more robust 



 
 
 

 
992 

 

IT in Industry, Vol. 9, No.2, 2021 Published Online 12-April-2021 

Copyright © Authors ISSN (Print): 2204-0595 

ISSN (Online): 2203-1731 

classification algorithms utilizing hybrid 

classifiers.  

We can additionally use Enhancement of 

Mammography Images Using Peripheral 

Region Equalization   

 

5 - Conclusions     

  

Early detection of breast cancer is of great 

importance to increase the survival rate and 

improve the chances to provide proper 

treatment options so that treatment will work 

with better results. Mammography is the gold 

standard tool for the early detection of breast 

cancer. Still, the sensitivity of mammography 

is usually affected by the image quality and 

the radiologist's level of expertise. CAD 

systems have been developed to support 

radiologists' decision and thus decreasing the 

false positive rate. In this study, we proposed 

computer-aided detection (CADe) and 

computer-aided diagnosis (CADx) systems. 

Both systems have the same implementation 

techniques, but each system is designed to 

perform a different task. CADe system is 

used to detect the abnormalities in breast 

lesions while CADx system is intended to 

diagnose and determine the malignancy of 

the suspicious breast tissues. MIAS database 

was used to develop the CADe system, 

whereas the CADx system was designed 

using the DDSM database. The same 

combination of different features extracted 

from each ROI was used in both CAD 

systems. Also, both CADe and CADx 

systems have the same feature selection 

methods and classifiers.  

 

In almost all mammography systems, during 

the acquisition of a mammogram, the breast 

is compressed between the compression 

paddle and the support table then taking an 

image of the compressed breast tissue. Due to 

the forces that are applied on the upper 

surface of the breast by the upper plate, the 

deformation of the breast will happen. When 

compression is used, the top plate is tilted, 

which results in variation in breast thickness 

up to 2 cm from the chest wall to the breast 

margin. Variation in breast thickness affects 

image analysis by its impact on the grey level 

values of the image at the peripheral area of 

the breast, which causes changes in contrast 

at the breast periphery [20]. The outer space 

of the chest always tends to have lower 

intensity than the central area of the breast. 

So, a radiologist typically must adjust a 

window level setting when reading different 

areas of the image to assess a copy of the 

entire breast. This process may make only 

portions of the image comparable at any one 

window level setting and increases the time it 

takes to read the image especial with a 

massive number of patients. Peripheral 

equalization (P.E.) method is a dedicated 

image processing technique improved for 

mammogram enhancement. It is used to 

enhance the visibility of the outer area of the 

breast to make image features visible in both 

central and peripheral regions of the chest 

with one window level setting. The technique 

is also referred to as peripheral enhancement 

or thickness correction. Fatty tissues in the 

interior and outer regions of the breast have 

similar grey level values after equalization 

[19]. Figure A.1 shows an example of the 

process of peripheral equalization.  
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Figure A.1: Example of a corrected 

mammogram . (a): an MLO image. (b): 

The thickness corrected vision. 

The peripheral enhancement technique 

proposed by Tao Wu et al. [8] is used as a 

preprocessing stage in our CAD systems. The 

general concept described here is to estimate 

the normalized thickness profile (NTP) of a 

breast from a mammogram image and 

enhance the peripheral area. The algorithm is 

described in detail as follows: The first step 

is the segmentation of a projection 

mammogram where segment the breast 

muscle or breast region from the background 

using adaptive threshold value computed 

using the Otsu thresholding. Separating a 

mammogram into breast and background 

regions can be done by Otsu' threshold value. 

A segmentation image (S.I.) was generated in 

which pixels were assigned a first value (e.g. 

amount of one) in a breast region and a 

second value (e.g. the value of zero) in the 

background region. Figure A.2 shows the 

segmentation step by Otsu thresholding for 

MIAS data set.  

 

Figure A.2: Segmentation step of a 

mammogram  (a): The original 

mammogram. (b): The mammogram 

image segmented by Otsu thresholding.  

  

The second step is a blurred image (B.I.) 

generation. In this step, a two dimensional 

(2D) lowpass filter (LPF) was applied to the 

original image in the frequency domain to 

obtain a blurred vision, which primarily 

reflected variations in breast thickness. The 

Gaussian low-pass filter GLPF with cutoff 

frequency  equal to 20 was used in this 

study. The filter function of GLPF in the 

frequency domain is:  

    

                    (A.1)  

  

1. Multiply the input 

image f (x,y) by (−1) x+y to 

centre the transform.  

2. Compute F(u, v), the DFT of the 

image from step (1).  

3. Multiply F(u, v) by a filter function 

H (u, v).  

4. Compute the inverse DFT of the 

result in (3).  

5. Obtain the real part of the result in 

(4).  
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6. Multiply the result in (5) by(−1) x+y. 

A perspective plot, image display of a 

Gaussian LPF function is shown in figure 

A.3.  

   

 
  

Figure A.3: Gaussian low-pass filter 

GLPF. (a): Perspective plot of a GLPF 

transfer function (3D). (b): Filter 

displayed as an image (2D).  
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Abstract: 

The main reason for this study is to investigate the antibacterial activities of Amla seed 

(Phyllanthus emblica) against some common bacteria. Phyllanthus emblica is a commonly 

known Indian fruit. In this study, we have used four bacteria such as Escherichia coli, 

Pseudomonas aeruginosa, Staphylococcus aureus and Bacillus subtilis. In this study, Amla 

seed was used for their antibacterial activity. Various extracts were prepared from the powder 

and used as ethanol, methanol, chloroform, benzene. The most activity is seen in the case of 

ethanol extracts. Also the flavonoids, tanins, alcoloids were also found in the amla. The 

results were stunning and showed us that the amla have a high level of inhibition towards 

Gram negative bacteria than Gram positive bacteria. It was found that the Escherichia coli 

were the highest inhibited organism by the ethyl extract of amla. The zone of inhibition were 

calculated and put over graphs for study. We studied four extraction (methanol, ethanol, 

chloroformed benzene) of four concentration (200, 100, 50 & 25) µg/ml. We observed that 

Escherichia coli showed the highest zone of inhibition (32.4±2 mm) of Ethanol extract of 

Phyllunthus emblica at 200 µg/ml concentration. Staphylococcus aureus showed a (24.3±2) 

mm zone of inhibition at 25 µg/ml concentration of Ethanol extract of Phyllunthus emblica. 

Finally, we conclude that the extracts of Amla seed are used as an antibiotic agent due to its 

sensitive inhibitory reaction against different bacteria.  

Keywords: Investigate, Against, Antibacterial, Commonly. 

Introduction:  

Amla is the most effective and important fruit in India. Phyllanthus emblica officinals is 

(amla) belongs to the family Phyllanthaceae, species emblica. Amla is a small to medium 

sized delicious fruit. Amla is found in Uttar Pradesh, Tamil Nadu, and Rajasthan in India. All 

parts of amla were used in the treatment of various diseases. Amla used to treat many 

diseases such as diabetes, asthma, bronchitis, cough, and skin. Amla contains polyphonists 

and large amounts of vitamin C, calcium, Iron, essential amino acids, many other vitamins,   

minerals and anti-oxidants. Amla is the effective traditional herbal medicines which had been 

used to treat and manage diseases since ancient times.  In this study, we were experimented 

with amla seed extract. Pharmacological research describes on amla reveal its analgesic.  The 

extract of seed showed maximum zone of inhibition of antibacterial activity. 
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Fig 1: Amla Fruits 

Method and materials: 

Site of the experiment: 

The whole experiment was carried out in the lab room 6 Rabindra Mahavidyalaya, 

Champadanga, West Bengal India.  

Source of microorganisms:       

Tested microorganisms Escherichia coli and Pseudomonas aeruginosa, Bacillus 

subtilis, Staphylococcus aureus were collected from Chandigarh in India. 

Sources of materials: 

The tested Amla was collected from the market of Champadanga, Hooghly, West 

Bengal, India. 

 

Fig 2: Phyllanthus emblica 

Methanol extraction: 

The methanol extract was made by adding 10 grams of Amla seed powder in 20ml of 70% 

aqueous methionine (W/V), covered with filter paper kept on a rotary shaker for 24 hours and 

then kept in a dark area at room temperature for 2 to 3 days. The filtered supernatant was 
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collected and the solvent was evaporated to make the final volume of 400mg/ml of Amla 

seed methanol extract for the experiment. 

Ethanol Extraction: 

The ethanol extract was made by dissolving ten grams (5gms) of Amla seeds powder in 20 ml 

of ethanol and distilled water (82 W/V) covered with filter paper kept for 24 hours in a dark 

area at room temperature. The filtered supernatant was collected and the solvent was 

approved by incubating at room temperature for 48 hours to make a final volume 400 mg/ml 

of Amla seeds ethanol extract for the experiment. 

Chloroform extract:         

About 5 grams of Amla seeds powder were taken, then dispersed seed in 25 ml of solution , 

chloroform solution and shaken in a rotary shaker for 3 minutes, then closed with the paper 

and tightened with rubber band. Few holes were made in the paper to facilitate air circulation 

and room temperature maintained for 5 days. 

Benzene Extraction: 

To prepare benzene extraction, at first we took 5gms of dried powder of fruit extract of 

Phyllanthus emblica in a 100ml conical flask and added 25ml of benzene and shake them 

very carefully. Then they covered with a tissue paper tightly with a rubber band. At last, 

some small pores created above the tissue paper for passing air and evaporation. They 

transferred at room temperature for 48 hours. 

Extract preparation: 

20 gram to dry powder was dispersed in methanol, ethanol, chloroform in a conical flask and 

shaker in a rotary for 24 hours, then the supernatant was collected and the solvent was 

evaporated. 

 

Sources of Antibiotics:  

An antibiotic (Amphicilin) was collected from the nearby market of Champadanga, Hooghly, 

and West Bengal, India. 

Preparation of extract concentration: 

 We had prepared four extracts before. From this four extractions viz. Methanol, Ethanol, 

Acetone, and Benzene, using DMSO we prepared four different concentrations such as 

50µg/ml, 100µg/ml, 200µg/ml, and 400µg/ml. 

Method: 

The antimicrobial screening of seed extract Phyllanthus emblica was dissolving of 3 gm of 

seed extract in 10ml Dimethyl Sulphoxide (DMSO). From 25mg/ml, 75mg/ml, 150mg/ml & 
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300mg/ml concentration was taken for the antibacterial activity. The hollow tube was heat 

and incubating agar plate. One DMSO was taken as control.  

Medium:  

At first, we take 3.8g of Mueller Hinton Agar (MHA) and added water then shaking very 

well. Then it autoclaved to at 15lbs and transferred to a sterile Petri plate and the agar plate 

which was at low temperature, (3 – 4-millimeter thickness) becomes cool. 

Inoculums and Incubation: 

0.1ml of microorganisms was transferred to the agar plate, and then they were allowed for 5 

minutes before made various concentrations. Then the microorganisms cultures incubation at 

room temperature (37ᵒC) for 24 – 48 hours.  

Statistical analysis:  

After incubation, we can see a clear zoon around the Petri plate which called “zone of 

inhibition”.  Then we measured the zone of inhibition using a zone reader. We take three 

nearly similar values of the zone of inhibition for each concentration of Amla seed extract. 

The obtained values were analyzing used SIGMAPLOT software (version – 14.0). The data 

of results were analyzed by using the “t" test. 

Phytochemical estimation:  

Extract preparation: 

20 gm of air-dried powder was taken in 100 ml of each solvent (Methanol, Ethyl Acetate, 

Hexane, Benzene and Chloroform) in a conical flask, plugged with cotton wool, and then 

kept on a rotary shaker. After 24 hours the supernatant was collected and the solvent was 

evaporated.  

Phytochemical studies:  

The methods described by Harborne were used to test for the presence of the active 

ingredients in the test sample. 

 Test for steroids:  

A 10 ml of plant extract (methanol, ethyl acetate, hexane, benzene, 

chloroform) was evaporated to a dry mass and the mass is dissolved in 0.5 ml 

of chloroform. Acetic anhydride [0.5 ml] and 2 ml of concentrated sulphuric 

acid were added to the above. 

 Test for alkaloids:  

The plant extract (methanol, ethyl acetate, benzene, chloroform) [0.5 g] was 

stirred with 5 ml of 1% HCl on a steam bath. The solution obtained was 
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filtered and 1 ml of the filtrate was treated with two drops of Mayer’s reagent. 

The two solutions were mixed and made up to 100ml with distilled water. 

 

 

 

 

 

Fig 3: Amla 

 Test for tannins: 

About 1 g of plant extract powder was weighed into a beaker and 10 ml of distilled water 

added. The mixture was boiled for five minutes. Two drops of 5% FeCl3 were then added.  

 Test for flavonoids: 

A few drops of 1% NH3 solution is added to the plant extract [0.5 g] in a tube for observation 

of Yellow coloration. 

 Test for reducing sugar:  

To 0.5 ml of extract solution, 1 ml of water and 5 - 8 drops of Fehling’s solutions were added 

at hot and Observed for brick red precipitate.  

 

Table 1: Display of the presence/absence of different Phytochemicals in the seeds of Phyllumthas 

emblica 

200Phytochemicals 

Tannin  

Alkaloid  

Flavonoid  

Phenolic  

Steroid  

Saponin 

Reducing Sugar  

Methanol Ethanol Chloroform  Benzene  

- +  -  +  

+  - -  -  

+  -  - -  

+  - +  +  

    

-  -  -  +  

- - - - 
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Results: 

We used both polar as well as non-polar solvents for the extraction of active components 

from the seeds of the Phyllunthas emblica plant. The antibacterial activity of the Phyllunthas 

emblica was assessed using the agar well diffusion method by measuring the diameter of 

growth inhibition zones and its subsequent concentration was arranged.  

Concentration 

(µg/ml) 

Escherichia  

coli 

Pseudomenas 

aeruginosa 

Bacillus 

subtilis   

Staphylococcus 

aureus 

200 µg/ ml 32.4±2 27.2±1 26.3±1 24.3±2 

100 µg/ml 27.7±1 25.4±1 23.4±2 21.3±3 

50 µg/ ml 25.2±1 22.3±2 20.3±2 18.2±2 

25 µg/ ml 22.4±2 17.1±0 15.2±3 13.2±4 

 

 

Fig 4: The antimicrobial activity of Ethanol extract against different bacteria. 
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Table 2: The antimicrobial activity of Ethanol extract against different bacteria 

Zone of inhibition (mm)  
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Concentration 

Mg/ ml 

Escherichiacoli Pseudomonas 

aeruginosa 

Bacillussubtilis Staphylococcus 

aureus 

200 µg/ml 30.2±3 28.1±1 25.2±3 22.3±2 

100 µg/ml 27.1±2 23.4±2 23.1±2 20.4±2 

50 µg/ml 24.3±2 19.9±1 21.3±2 19.3±2 

25 µg/ml 21.2±2 16.6±2 19.2±2 17.2±2 

Table 3: The antimicrobial able activity of chloroform extract against different 

bacteria 

Zone of inhibition (mm) 

Fig 5: zone of inhibition of E. coli 
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Fig 5: The antimicrobial activity of chloroform extract against different bacteria. 

 

Table 4: The antimicrobial activity of Methanol extract against different bacteria 

Zone of inhibition 

Concentration Escherichia 

coli 

Pseudomonas 

aeruginosa 

Bacillus 

subtilis 

Staphylococcus 

aureus 

200 µg/ ml 27.2±1 20.2±1 18.2±3 16.3±4 

100 µ g/ml 23.5±2 19.4±2 16.2±1 15.3±2 

50 µg/ml 22.5±1 17.5±1 15.3±2 13.2±2 

25 µg/ml 19.7±2 14.7±2 13.4±2 11.2±3 
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        Fig 3:  The antimicrobial activity of Methanol extract against different bacteria                    

 

 

 

Table 5: The antibacterial activity of Benzene extract against 

                                                             different bacteria 

Zone of inhibition 

Concentration 

µg/ ml 

Escherichia  

coli 

Pseusomonas 

aeruginosa 

Bacillus 

subtilis 

Staphylococcus 

aureus 

200 µg/ ml 29.3±1 27.2±1 25.3±2 22.3±2 

100 µg/ ml 26.2±2 23.5±2 23.4±2 20.4±2 

50 µg/ ml 24.3±3 22.5±1 21.3±1 19.4±2 

25 µg/ ml 21.2±2 19.7±2 19.2±3 16.5±3 

 

0 

5 

10 

15 

20 

25 

30 

200 µg/ml 100 µg/ml 50 µg/ml 25 µg/ml 

Z
o

n
e 

o
f 

in
h

ib
it

io
n

 (
m

m
) 

Concentration (µg/ml) 

Escherichia coli 

Pseudomonous aeruginosa 

Bacillus subtilis 

Staphylococcus aureus 

 



 ISSN No. 2277 – 5218 

(UGC CARE Journal) 

 

 

  
 
 

Volume-XVIII  2021                                                                                                                                              32 
 

 

Fig 4: The antibacterial activity of Benzene extract against different bacteria. 

Discussion:  

The result showed that inhibition of Gram-negative bacteria more than Gram-positive after 

treated with Amla seed extract. So, the Gram-negative bacteria Escherichia coli showed a 

wide range of inhibitory zone and Bacillus subtilis and Pseudomonas aeruginosa, 

Staphylococcus aureus were showed less inhibitory zone. We studied four extractions 

(Methanol, Ethanol, Chloroform and Benzene) of four concentration (200, 100, 50 & 25) 

µg/ml. We observed that Escherichia coli showed the highest zone of inhibition (32.4±2 mm) 

of Ethanol extract of Phyllunthus emblica at 200 µg/ml concentration. Staphylococcus aureus 

showed a (24.3±2) mm zone of inhibition at 25 µg/ml concentration of Ethanol extract of 

Phyllunthus emblica. Finally, we conclude that the extracts of Amla seed are used as an 

antibiotic agent due to its sensitive inhibitory reaction against different bacteria.  

Conclusion: 

The study on Amla seed extract has many antibacterial activities on different bacteria. This 

fruit and its seed have medicinal value that helps in our health and others purpose. The seed 

extract was used in many medicinal and pharmaceutical fields. Phyllunthus emblica (amla) 

has an important role in Ayurveda medicine.  Amla is possible food for industries. This food 

can prevent bacterial infection. Amla seed coat powder has hydration properties. 

Future aspects:  

There have big future aspects of research work with Amla seeds. Phyllunthus emblica should 

certainly find a place in the treatment of various bacterial infections. The results from the 

present study are very encouraging and indicate that this herb should be studied more 
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extensively to explore its potential in the treatment of infectious diseases as well. It was 

established that the fractions containing the high concentrations of oil inhibited the growth of 

microorganisms and results were compared with antibiotic penicillin commonly used 

therapeutically and they showed less strong inhibition for Gram-negative bacteria and 

pronounced inhibition for Gram-positive bacteria. Phyllunthus emblica shows significant 

activity because the seed contains many useful compounds such as (Methanol, Ethanol, 

Chloroform and Benzene) which of them have higher medicinal value especially in the 

treatment of diabetes and digestion, eruptions, and flatulence, protective agents. Various 

crude execonomical roles in our human society.  The future of in vivo human studies 

determines the molecular traded essential oil made from seed in the entire world in many 

developed countries. It is also considered a valuable product in both the food and 

pharmaceutical industries. 
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Abstract:-  
Mushroom is quite renowned to us. It is used as food supplement with higher amount of vitamins, 
protein and other essential elements. All bioactive molecules are found in fungi. It is also found that 
several fungi have antimicrobial, anti inflammatory and antiviral properties also. Mushrooms are in 
the group of fungi. There are two types of mushroom edible and non edible mushroom. Inspite of being 
a good food mushroom also possess economical and medicinal role in human life. Now a day’s 
mushroom is found in almost every country as food. But mushroom also contains some mycoflora. 
These mycofloras are referred to as mushroom borne mycoflora. Some of these mycofloras are very 
harmful for human and those fungi but some of them are also beneficial. In this total review we are 
trying to discuss about some of those mushroom borne mycoflora. Although the mushroom borne 
mycoflora are a new thing to be described property. There are some mushroom borne mycoflora 
described in this review. 
 
Keywords: Inflammatory, Antimicrobial, Mycoparasites, Truffle maturation. 
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 Introduction:-  
The mushroom borne mycoflora is a very new topic in the field of microbiology. The fungal mycoflora 
is often said to the fungi associated microbes. But there is some soil free living Bacteria who helps in 
the protection and growth of the mushroom but rarely found in the mushroom surface until mushroom 
blooming. Name of such microbes are Pseudomonas sp., Mesophilic organisms, Solibacillus, 
Comamonas, Acinetobacter and Sphingomonas. These microbes also help in bio conversion of raw 
minerals for the mushroom. From green moulds several bacteria from the group of bacilli are found to 
have a suppression effect on the mycoparasites. Thus they protect the fungi from the mycoparasites. 
There are some bacteria as Proteobacteria, Bacteroidetes, Actinobacteria, Verrucomicrobia which have 
an important role in truffle maturation. There are also some harmful microbes in mushroom mycoflora 
as Verticillium fungicola, Myceliophthora lutea, Chrysosporium liteum, Cladobotryum dendroides 
who are responsible for mushroom disease as soft decay, COBWEB, mildew, Dry Bubble, Dingle 
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spot, brown spot, yellow mould and mat disease. This disease cause a high yield of mushroom loses. 
The microbes association with fungi are also found to be harmful for the human body sometimes. 
Trichoderma aggressivum, Cladobotry iummycophilum and the mushroom virus X are commonly 
found associated with mushrooms and causing a high yield loss of these mushrooms. From a study of 
Jamia Humdard University, Delhi in 2018 it was found that 11 predominant fungi were isolated from 
the Oyster mushroom (Pleurotus spp.) among which the predominant fungi are Aspergillus flavus, 
Aspergillus niger, Penicillium spp, Rhizopus spp and Trichoderma harzianum.  In another study it was 
found that the packaged mushroom sometimes contains Staphylococcus aureus which produces the 
enterotoxins causing digestive disorder of human beings. This Staphylococcus aureus is majorly found 
in the mushroom of Agaricus bisporus. These mushrooms borne mycoflora are both contain good and 
bad effects over the world. Our study is to discuss about all this mushroom borne mycoflora. The 
mushroom borne mycofloras are divided into two groups – Beneficial mushroom borne mycoflora and 
Harmful mushroom borne mycoflora. The beneficial mushroom borne mycoflora include the 
mycoflora, helps the fungi to grow, bloom and uptake the nutrition. But the harmful mycoflora of 
mushroom causes the damage and lose of yield of mushroom. Some of the harmful mushroom 
mycoflora also causes the disease to both humans and mushrooms. 
Some harmful mushroom mycoflora and their disease:-  
 

1) Verticillium fungicola:-  
It is bacteria that cause a high damage to the mushroom yield.  
Disease forms:-  
Dry bubble, fungal spot, and brown spot. This is the most common and serious fungal 
disease and if it is left uncontrolled disease can totally destroy the mushroom crop in 2 to 
3 weeks. From India the first report of heavy incidence of dry bubble was found. 
 
Disease management and control:-  
I) The primary infection is controlled by the use of sterilized casin soil. Heat treatment of 
63°C for 1hour can prevent the disease. 
ii) In laboratory trails V. malthousei was contrled by zineb on a large scale bercemazine b 
80 used at 0.1 to 1.2% controlled the disease by 3 sprays, 
iii) Under laboratory condition use of leaf extract of Cannabis sativus, Citrus sp., Euclipus 
sp., Datura sp. 

 
 
 
 
 
 
 
 
 

Fig 1: Verticillium fungicola 



ISSN : 0022-3301 | NOVEMBER 2020      Tanmay Ghosh, Mohan Kumar Biswas    57  

 

2) Mycogone perniciosa :-   
It is another microbe of the mushroom. 
Disease forms:-  
Wet bubble, White mould. In white bottom mushroom the disease is formed by Mycogone 
perniciosa. It is a major disease in mushroom growing countries. 
 
Disease management and control:  
The aerated steam at 54.4°c for 25mins can eliminate this pathogen formaldehyde can also 
be used. 
Benomyl spray 0.5 to 4g/m³ is reported effective for protecting the mushroom crop. 
 Ag 13.6 and Ag 13.9 are found effective against this pathogen. 

 
 
 
 
 
 
 

 
 
 
 
 
3) Cladobotryum dendroides:-  

Disease forms:-  
Soft decay, COBWEB, mildew. This disease caused extensive damage by causing soft 
decay or soft rot. The fruit body is damaged due to humidity. 
Disease management and control:   
Live stem sterilization or heat at 50°C for 4 hours effectively eliminate the pathogen and 
saves the mushroom. 
Terraclor a chfmican can eradicate the pathogen even after the establishment of a good 
bond with the mushroom. 
Cannabis, Sativas, Cumin, Resinus, Eucalyptus, Datura and citrus are found, which are 
effective against the pathogen. 

      

Fig 2: Mycogone perniciosa Fig 3: White mould disease Fig 4: Wet bubble disease 
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4) Trichoderma virid , T. hamantum, Penecillium cyclopium, Aspergillus sp. :-  
These all microbes are put into the. Same category as they produce same type of disease. 
Disease formed:-  
Green mould, Trichoderma spot  
One of the most common and destructive disease of mushroom cultivation is green mould 
which is mainly caused by Trichoderma viride, Penecillium cyclopium and Aspergillus 
sp. mainly it is the disease of bottom mushroom. 
Disease management and control:-   
Proper pasteurisation and sterilization is found effective for the disease.  
2% formalin or baristin TBZ or treatment by zine b can control the disease. 
  

 

 
 

 
5) Myceliophthora lutea, Chrysosporium liteum:-  

Disease formed:-  
Mat disease and yellow mould. All those fungi produce yellow mycelial growth in both 
yellow mould and mat disease. In natural these diseases cause 5 to 30 %of yield loss of 
the common bottom fungi. In the maximum cases they can cause the yield loss of 29 to 85 
% of the crop yield. 
Disease management and control:-  
Proper pasteurisation is essential for this disease cure. They can’t tolerate the heat of 51°c 
for 6 hours or 54°c for 4 hours.  
Benomyl and blitox are found effective against these pathogens. Spraying the solution 
trice is found effective. 

Fig 5: Cladobotryum dendroides Fig 6: COBWEB disease 

Fig 8: Penecillium cyclopium Fig 9: Aspergillus sp. Fig 7: Trichoderma virid 
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6) Cladobotrym apiculatum, C. Verticillatum, Gliocladium virens, Arthobotrys pleuroti, 
Cibirina fungicola:-   

These fungi are all attacking on the oyster mushroom.  
Disease symptoms:-  

 Small green irregular sunken spots on fruit body and soft rot or soft decay. 
 Green spot, brown spot, pale yellow spot. 
 Browning discolouration. 

Disease management:-   
The use of spray with bavistin and benomyl twice is found effective. Carbendazin and blitox 
are also found useful.  

  
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 10: Chrysosporium liteum Fig 11: Myceliophthora sp. 

Fig 12: Cladobotrym sp. Fig 13: Gliocladium virens Fig 14: Green spot disease 

Fig 15: Staphylococcus aureus Fig 16: Soft rot disease of Potatoes 
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7) Staphylococcus aureus:-   
This bacterium is sometimes found in the packaged mushroom. Bacteria are responsible 
for the food poisoning in several cases. This bacterium mainly produces an enterotoxin in 
the edible mushroom. The bacteria are generally found on the surface of Agaricus bisporus 
if the packaging left air inside it. In the presence of low O2 the bacteria produce the 
enterotoxin, and the major way to fight against it is to proper packaging of mushroom. 
 

Some beneficial mushroom mycoflora is described below. 
1) Pseudomonas sp., Mesophilic organisms, Solibacillus, Comamonas, Acinetobacter and 

Sphingomonas:-  
These are the free living soil bacteria that are often found on the surface of some edible 
fungi. They help the mushroom from three ways - A) The microbes give protection to the 
fungi from mycoparasites so they can remain good, B) They often help the fungi to get 
nutrient by degrading complex organic molecules into the simple ones and C) Some 
microbes produce the signals that help the fungi to bloom or represent a fruiting body. 
  

 
 

 
 
 
 
 
 
 
 
 

Fig 17: Pseudomonas sp. Fig 18: Mesophilic organisms Fig 19: Solibacillus organisms 

Fig 20: Comamonas organisms Fig 21: Acinetobacter Fig 22: Sphingomonas 
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2) Proteobacteria, Bacteroidetes, Actinobacteria, Verrucomicrobia:-  
These microorganisms are often found associated with mushrooms. They help in a lot of 
way but most of them help in truffle maturation. 

In the world of mushroom mycoflora there is still a vast plane to discover. They are information 
till now we can discuss throw our review. 

  

 
 
 
 
Conclusion:-   
In the world of mushroom mycoflora there are two type of mushroom mycoflora which could be found. 
They are beneficial and harmful mushroom mycoflora. The beneficial ones tried to enhance the 
mushroom crop production and help in fungal nutrition and protection, on the other hand the harmful 
mushroom mycoflora creates some disease and lowers the yield of the mushroom crop and produces 
some disease even in some humans.  So from here we could conclude that there is a lot of mycoflora 
on the edible mushroom. And mushroom mycoflora have a serious impact on our daily lives. The 
earlier studies of the researchers have proven that the mushroom often carry mycoflora associated with 
them as Pseudomonads sp., Solibacillus, Comamonus, Actinobactor, Bacteroidetes, Actinobacteria, 
Verricomicrobial are found to be helpful to mushroom. So they are considered to be the good beneficial 
or healthy mushroom borne mycoflora. There are also some studies proving the presence of some 
particular mushroom borne mycoflora which not only reduce the mushroom yield but also decrease 
the nutritional quality of the mushroom. Even sometimes they cause disease to the person who 
consumes the mushroom. The particular mushrooms borne mycoflora are Cladobotrym sp., 
Trichoderma sp., Aspergillus sp., Gliocladium sp., Arthobotrys sp., etc. The mushroom borne 
mycoflora are found to be both beneficial and harmful. So there are a vast subject to be studied. In this 
review a short summary of some mushroom borne mycoflora is given.  
 
 
 
 
 
 
 
 

Fig 23: Proteobacteria Fig 24: Bacteroidetes Fig 25: Verrucomicrobia 
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A B S T R A C T 
Chrysopogon zizanicides is a well-known medicinal plant use in several purpose. The plant extract of vetiver 
grass use as perfumery purpose, antibacterial agent, healing wound. This plant extract is very effective and 
safe. The vetiver root extracts are prepared by methanol, ethanol, chloroform, hexane solvents. The extract 
are evaporated and stored at 4°C in an airtight container. The antibacterial activity of vetiver roots extracts 
was determined. Here well diffusion method is used to determine the activity of vetiver root extract. The 
inhibitory concentration of the extracts 50 mg/ml, 100 mg/ml, 200 mg/ml, 400 mg/ml are tested by dilution 
broth method. The Ampicillin was used as positive control of bacteria. The DMSO (dimethyl sulfoxide) 10ml 
were used as blind control. The highest zone of inhibition was observed in 400 mg/ml vetiver roots methanol 
extract against Staphylococcus aureus. The lowest zone of inhibition observed in 50 mg/ml vetiver roots 
Chloroform extract against Klebsiella pneumoniae. 

 
Key words: Chrysopogon zizanioids, Klebsiella pneumoniae, Antibacterial activity, Anti-venom potential 

 
etiver is native to Indian and it founds in wild state 

of Indian’s tropical area. The vetiver is improtant 

for various economic purposes including vetiver oil, extract 

from roots, and the roots are dug out from the wild resources 

of India and several countries Caribbean sea, Haiti, Island 

are the good source of vetiver oil in the world  and also Java, 

Japan, China, India (Sangeeta and Stella 2012, Singh and 

Maheswari 1983). Chrysopogon zizanioids is scientific 

name, common name is vetiver and it is popularly known as 

Khus grass in India. The vetiver oil is used in medicine 

purposes and also in perfumery purposes. In India, roots are 

used for mats, hand fans, baskets and different types of 

things, which are used in our daily life (Jain 1991, Lavania 

2003). Various part of this grass is used in various ailments 

such as burns, fever (Chomochalow 2001), epilepsy, 

scorpion sting (Fengche et al. 2003, Gaikwad et al. 2012), 

snakebite (Yoganarasimhan 1996) etc. It is considered that 

the most effective step for snakebite victims is to immediate 

administration but use of plant extract against snake venom 

is more scientific for last 20 years. The plant extracts of 

vetiver having property to neutralize snake venom. This 

plant extract directly combated the enzyme of snake venom 

without cells of immune-system producing effector cells. 

The root extract used for headache and toothache to get a 

good effect. The leaf paste is used in lumbago, rheumatism. 

The leaf juice vapours have a great effect in malarial fever 

and the rots are used to relief from acidity. Vetiver oil is 

dark brown in colour and have earthy odour (Balasankar et 

al. 2013). Vetiver oils have different types of beauty and 

emotional effects. It helps in control the activity of 

sebaceous oil glands and this normalize the oily skin and 

clear acnes, and a good effect on cut, wound inflamed skin. 

It is used in depression (Trease and Evans 1989), insomnia, 

anxiety, stress (Sofowara 1993, Luqman et al. 2005), tension 

and nervousness to cure (Anon 1976). When it is in dilute 

state it smells like sandal oil. 

 

MATERIALS AND METHODS 
Collection of plant 
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The plant material roots are collected from Damodar 

riverside, Pursurah, Hooghly, West Bengal, India and 

identified by Prof. Tanmay Ghosh, Champadanga, Hooghly, 

West Bengal, India. First roots were washed with cold water 

and then hot water. Then roots were dried at room 

temperature for 4 to 5 days. Then roots were crushed to fine 

powder by mixer grinder and store in air tight container. 

 

 

Fig 1 Vetiver roots 
 

Preparation of root extract 

Chloroform extract: 6 gm of dried powder of roots was 

mixed with 18 ml of chloroform in a conical flask and shake 

for 10 minutes. Then the flask was bind with tissue paper 

and rubber band. Some holes were made for pass the air and 

then kept in room temperature for 2-4 days for evaporate. 

 

Ethyl acetate extract: 6 gm of dried powder of roots 

was mixed with 18 ml ethyl acetate in a conical flask and 

then it shaken for 10 minutes. Then the flask is bind with 

tissue paper and rubber band. Some holes were made for air 

can pass through it and then kept in room temperature for 2-

4 days for evaporate. 

 

 

Fig 2 Methanol extract 
 

Methanol extract: 6 gm of dried powder of roots was 

mixed with 18 ml methanol in a conical flask and shake for 

10 minutes. Then the flask is bind with tissue paper and 

rubber band. Some holes were made for air can pass through 

it and then kept in room temperature for 2-4 days for 

evaporate. 

 

Hexane extract: 6 gm of dried powder of roots was 

mixed with 18 ml of Hexane in a conical flask and then it 

shaken for 10 minutes. Then the flask is bind with tissue 

paper and rubber band. Some holes were made for air can 

pass through it and then kept in room temperature for 2-4 

days for evaporate. 

 

Preparation of extract concentration: Four 

concentrations were made 50mg/ml, 100mg/ml, 200mg/ml, 

and 400mg/ml from each of the four-extract chloroform, 

ethyl acetate, methanol, and hexane. In every case, 4gm of 

extract was mixed with 10ml DMSO to prepare 400mg/ml 

stock concentration. Other three concentrations were made 

by adding extra DMSO with stock in other test tube. 

 

Collection of bacterial cultures: The pathogenic 

bacterial cultures were brought from Microbial Type Culture 

Collection (MTCC) Chandigarh, India. The cultures are 

Staphylococcus aureus (MTCC 3159), Bacillus subtilis 

(MTCC 1825), Salmonella typhi (MTCC 3215), Escherichia 

coli (MTCC 3878), Pseudomonas aeruginosa (MTCC 

6324), Klebsiella pneumonia (MTCC 5123). The cultures 

maintain in nutrient agar slants and stored in 4°C. 

 

Collection of antibiotic: The antibiotic Ampicillin is 

collected from the Champadanga market, Hooghly, West 

Bengal. 

 

Bacterial inoculum preparation: Bacterial inoculum 

was prepared by 0.1 ml of cultures was transferred to the 

agar plates and incubated at 37°C for 4-5 hours. 

 

Antimicrobial activity determination 

Well diffusion method: Well diffusion method was 

carried on Muller Hinton agar plates. Petri plates were 

prepared by 20 ml of Muller Hinton agar and allowed to 

solidify for the use in susceptibility test against bacteria. 

Plates were dried and 0.1ml of inoculum was poured and 

spread and allow to dry. After the cork borer agar well made 

on agar plate and poured different concentration of extract 

into the well. The Ampicillin used as positive control and 

DMSO 0.10ml was used as negative or blind control. The 

plates were incubated at 37°C for 24 hours in incubator. The 

zone of inhibition were examine and measured (Cromwell et 

al. 1955, Rao and Suseela 2014). 

 

Phytochemical estimation: The various solvent extracts 

(aqueous, ethanol, chloroform, methanol, hexane) are 

subjected to phytochemical screening to test the presence of 

metabolites such as carbohydrate, alkaloids, flavonoids, 

tannins, steroids, saponins, terpenoids and phlobatannins, 

proteins by using standard procedure (Hasan et al. 2009, 

Ates and Turgay 2009). 

 

Carbohydrates test: Some drops of vetiver solvent 

extract are heated with Fehling’s A and B solution. 
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Observed an orange red precipitate indicates the presence of 

carbohydrates. 

 

Alkaloids test: Vetiver solvent extract was mixed with 

2ml of Wagner’s reagent. Observed a Reddish brown 

coloured precipitate which indicates the presence of 

alkaloids. 

 

Flavonoids test: 4ml dilute ammonia solution was 

added to a portion of the crude extract followed by addition 

of concentrated H2SO4. The presences of flavonoids were 

observed in each extract as a result of yellow colouration. 

The yellow colouration disappeared on standing. 

 

Steroids test: 2ml of acetic anhydride was added to 0.5 

ml extract of plant sample with 2ml H2SO4. The colour will 

be changed from violet to blue or green in samples indicates 

the presence of steroids. 

Saponins test: Roots extract was mixed with 4ml of 

distilled water in a test tube and it was shake well and add 

some drops of olive oil. The formation of stable foam, which 

observes to indicates the presence of saponins. 

 

Terpenoids test: The 4ml of extract was mixed properly 

with 2ml of chloroform and 3ml of concentrated H2SO4 was 

carefully added along the sides of the test tube to from a 

layer. For the presence of terpenoids a reddish brown colour 

of interface was observe. That means it show positive result. 

Phlobatannins test: To test the presence of 

pholobatannins each solvent extract was boiled with 2% 

aqueous HCl. It was observe that red precipitate, which 

ensure the presence of phlobatannins. 

 

Proteins test: Add 3ml of Biuret reagent to 3ml of 

extract, shake well, and warm it on water bath. Observed a 

red or violet colour indicates the presence of proteins. 

 

Table 1 Qualitative phytochemical analysis of Chrysopogon zizanioids extracts 

Test Aqueous Ethanol Chloroform Methanol Hexane 

Carbohydrate + + + + + 

Alkaloids + + - + - 

Flavonoids + + + + - 

Steroids + + + + - 

Saponins + + + + - 

Terpenoids + + + + - 

Phlobatannins - - - - - 

Proteins + + + + + 

 

RESULTS AND DISCUSSION 
The antibacterial activity of vetiver roots extract has 

been performed against six bacteria are Staphylococcus

 

aureus, Bacillus subtilis, Salmonella typhi, Escherichia coli, 

Pseudomonas aeruginosa, Klebsiella pnemoniae. The test 

result shown on the bellow (Table 2). 

 

Table 2 The antimicrobial activity of Methanol extract against different bacteria 

Concentration 

Zone of inhibition (mm) 

Staphylococcus 

aureus 

Bacillus 

subtilis 

Salmonella 

typhi 

Escherichia 

coli 

Pseudomonas 

aeruginosa 

Klebsiella 

pneumoniae 

400 mg/ml 31.3 ± 1 31.2 ± 1 31.2 ± 1 31.2 ± 1 30.4 ± 1 30.0 ± 1 

200 mg/ml 27.6 ± 1 27.0 ± 1 28.0 ± 1 28.4 ± 1 28.2 ± 1 28.2 ± 1 

100 mg/ml 26.4 ± 1 22.5 ± 1 26.2 ± 1 26.2 ± 1 26.0 ± 1 26.2 ± 1 

50 mg/ml 23.2 ± 2 22.2 ± 1 24.8 ± 2 24.8 ± 1 24.2 ± 1 24.2 ± 2 

 

  

Fig 3 Zone of inhibition (mm) obtained from methanol extract Staphylococcus aureus 
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Staphylococcus aureus highest zone of inhibition 

was31.3 ± 1mm at 400 mg/ml methanol extract and the 

lowest antibacterial activity shows on Bacillus subtilis zone 

of inhibition was 22.2 ± 1mm at 50 mg/ml methanol extract. 

 

Table 3 The antimicrobial activity of chloroform extract against different bacteria 

Concentration 

Zone of inhibition (mm) 

Staphylococcus 

aureus 

Bacillus 

subtilis 

Salmonella 

typhi 

Escherichia 

coli 

Pseudomonas 

aeruginosa 

Klebsiella 

pneumoniae 

400 mg/ml 28.0 ± 1 29.7 ± 1 29.2 ± 2 29.4 ± 2 28.8 ± 2 29.2 ± 1 

200 mg/ml 26.5 ± 1 27.7 ± 1 28.0 ± 1 27.2 ± 1 27.2 ± 1 27.2 ± 1 

100 mg/ml 23.7 ± 1 26.5 ± 1 27.1 ± 2 25.8 ± 2 26.2 ± 2 22.7 ± 2 

50 mg/ml 23.2 ± 2 25.5 ± 1 24.0 ± 1 23.2 ± 1 24.2 ± 1 20.0 ± 1 

  

  

Fig 4 Zone of inhibition (mm) obtain from chloroform extracts of Bacillus subtilis 
 

The highest antibacterial activity against Bacillus 

subtilis zone of inhibition was 29.7 ± 1mm at 400 mg/ml 

chloroform extract and the lowest activity shows on 

Klebsiella pneumoniae at 50 mg/ml zone of inhibition was 

20.0 ± 1mm. 

 

Table 4 The antimicrobial activity of ethanol extract against different bacteria 

Concentration 

Zone of inhibition (mm) 

Staphylococcus 

aureus 

Bacillus 

subtilis 

Salmonella 

typhi 

Escherichia 

coli 

Pseudomonas 

aeruginosa 

Klebsiella 

pneumoniae 

400 mg/ml 28.7 ± 10 28.5 ± 1 28.8 ± 2 28.2 ± 1 28.2 ± 1 28.2 ± 2 

200 mg/ml 25.8 ± 10 27.2 ± 1 26.0 ± 1 26.2 ± 1 24.4 ± 1 25.8 ± 2 

100 mg/ml 23.4 ± 10 25.7 ± 1 25.0 ± 2 25.1 ± 2 22.4 ± 2 23.4 ± 1 

50 mg/ml 21.2 ± 10 24.2 ± 1 24.4 ± 2 23.0 ± 1 20.4 ± 1 21.2 ± 1 

 

 

 

Fig 5 Zone of inhibition (mm) from ethanol extract of Salmonella typhi 
 

The highest antibacterial activity against Salmonella 

typhi zone of inhibition was 28.8 ± 2mm at 400 mg/ml of 

ethanol extract and the lowest activity shows on 

Pseudomonas aeruginosa at 50 mg/ml zone of inhibition 

was 20.4 ± 1 mm. 
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Table 5 The antimicrobial activity of hexane extract against different bacteria 

Concentration 

Zone of inhibition (mm) 

Staphylococcus 

aureus 

Bacillus 

subtilis 

Salmonella 

typhi 

Escherichia 

coli 

Pseudomonas 

aeruginosa 

Klebsiella 

pneumoniae 

400 mg/ml 27.7 ± 1 27.0 ± 1 27.6 ± 1 31.2 ± 2 29.2 ± 2 27.2 ± 1 

200 mg/ml 25.4 ± 1 25.8 ± 1 24.6 ± 1 30.4 ± 2 26.8 ± 2 25.1 ± 1 

100 mg/ml 24.2 ± 1 24.2 ± 2 22.2 ± 1 27.6 ± 1 24.4 ± 2 23.1 ± 1 

50 mg/ml 22.4 ± 1 21.8 ± 1 21.0 ± 1 26.0 ± 1 20.8 ± 2 20.0 ± 1 

 

  

Fig 6 Zone of inhibition (mm) obtained from hexane extract of Escherichia coli 
 

Vetiver roots extract of hexane 400 mg/ml shows the 

highest antibacterial activity against Escherichia coli zone 

of inhibition was 31.2 ± 2 mm and the lowest activity shows 

on Klebsiella pneumonia at 50 mg/ml zone of inhibition was 

20.0 ± 1 mm. 

From the (Table 1) found that vetiver roots extract of 

methanol 400 mg/ml concentration shows highest 

antibacterial activity against positive result namely bacteria 

was Staphylococcus aureus zone of inhibition was 

31.3±1mm and the lowest antibacterial activity shows on 

Bacillus subtilis zone of inhibition was 22.2±1mm at 50 

mg/ml methanol extract. From the (Table 2) found that 

vetiver roots extract of Chloroform 400mg/ml 

concentrations shows highest antibacterial activity against 

Bacillus subtilis zone of inhibition was 29.7±1mm and the 

lowest activity shows on Klebsiella pneumoniae at 50mg/ml 

zone of inhibition was 20.0±1mm. From the (Table 3) found 

that vetiver roots extract of Ethanol 400mg/ml shows 

highest antibacterial activity against Salmonella typhi zone 

of inhibition was 28.8±2mm and the lowest activity shows 

on Pseudomonas aeruginosa at 50mg/ml zone of inhibition 

was 20.4±1mm. From the (Table 4) found that vetiver roots 

extract of Hexane 400mg/ml shows the highest antibacterial 

activity against Escherichia coli zone of inhibition was 

31.2±2mm and the lowest activity shows on Klebsiella 

pneumonia at 50mg/ml zone of inhibition was 20.0±1mm. 

 

Anti-venom potential of Chrysopogon zizanioids (vetiver) 

Chrysopogon zizanioids a grass of poaceae group 

having several medicinal role like antibacterial role use as 

perfume, wound healing and the most important factor is it 

have an anti-venom potential. There was few of active 

compound found from plant few of which shows anti-venom 

activity. Snake venom contains several neurotoxin enzyme, 

cardiotoxin, and peptide, protein of low molecular mass with 

specific chemical and biological activities. The different 

enzyme of snake decreases the WBC, RBC, platelets and 

haemoglobin of victim. It was observed that after treated 

with plant extract of vetiver orally the WBC, RBC, platelets 

and haemoglobin count increased. The plant extract of 

vetiver induced increased in antioxidant activities, 

regeneration, and reparative process of cellular membrane. 

Plants contain natural substance that can promote 

health. From the study, it can be concluded that the vetiver 

root extract has the antibacterial activity. Different bacteria 

are treated with antibiotic Ampicillin by same concentration 

of plant extract. Plant extract inhibits the bacteria more than 

Ampicillin, this concentration was more effective than 

antibiotic so, we can use this extract for medicinal purpose 

for a good result. These methods are safe that may be 

applied to control the growth and spread out of 

microorganisms directly to the infection site and it is 

nontoxic for humans and gave an effective result in small 

concentrations. This could be further exploited by in vivo 

study to increase the overall activity. The presence of 

phytochemical compounds has antibacterial effects. 

Plants are produces thousands of metabolites, many of 

them have medicinal uses. About 80-82% of the world, 

population depends upon the plant or plant extract, and this 

is a major source of health care. In this study, we are 

studying the effects of vetiver roots extract against human 

pathogenic bacteria such as E. coli, Bacillus subtilis, 

Salmonella typhi etc. Different part of this grass is used in 

various ailments such as burns, fever, epilepsy, scorpion 

sting, snakebite etc. The root extract used for headache and 

toothache. The leaf is used in lumbago, rheumatism. The 

leaf juice vapours have a great effect in malarial fever and 

the rots are used to relief from acidity. Vetiver roots extract 
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have antimicrobial effect on pathogenic bacteria. Vetiver oil 

prevents the growth of Staphylococcus aureus. It cause 

abortion, it show a good activity on nerve problems and 

circulating problems. If roots oil applied to the skin, its cure 

Lice, repelling insects and it is helps to tress free. Vetiver 

roots oil have Inhalation activity, and a good effects in Joint 

and muscle pain (rheumatism) and in trouble to sleeping 

(insomnia). Vetiver roots oil use for scalp and hair. The anti-

inflammatory and antiseptic properties and helps in scalp 

ailments like eczema, psoriasis, and even dandruff. Vetiver 

oil has a high antioxidants power and helps in boosting 

immune system by removing various types of toxins from 

body and fighting free radicals. Vetiver oil helps to clear 

acne and acne marks too. The plant extract of Chrysopogno 

zizanioids is effective in neutralizing the toxic effect of 

envenomation. So in future, we can elucidate on it, research 

on it so that we can know more about the anti-venom 

activity of vetiver. We should found active compound that 

so anti-venom activity so that this plant extract can use in 

medicinal field. 
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4. Date Palm: An Antimicrobial Agent with Its 

Nutritional Benefits 

Tanmay Ghosh 
Department of Microbiology, Dinabandhu Andrews College, Baishnabghata, 

South 24 Parganas, Kolkata – 700084, West Bengal, India. 

ABSTRACT  

Date palm trees are known as the population of the Eastern zone, give a portion of 

food for human antibiotic resistant. Most of the natural products have an 

antibacterial effect which use in clinical purpose. Date palm is an essential 

nourishing source in the Eastern zone. The extraction of Date seed powder was done 

by using hexane and ethyl acetate solvents. Date palm pits show antibacterial 

activities on two bacteria (Klebsiella pneumonia and Escherichia coli) and its 

function is reducing the side effect on neurotransmitter are that brain, hormone, 

testosterone, muscle of male albino rats. The proper aim of this study is to use the 

nuclei dates as an antimicrobial on Klebsiella pneumonia and Escherichia coli than 

the pursuit of perfect antibiotics. It was identified that the methanol extract of date 

seed contains alkaloids, carbohydrates, phenols, flavonoids, protein, amino acid, 

tannins, and anthraquinones except steroids, saponins, and cardiac glycoside. The 

metabolic extract of date seed has also shown moderate inhibition on the growth of 

Gram-positive and Gram-negative bacteria. 

KEYWORDS 

Resistant, Extraction, Neurotransmitter, Pursuit. 

Introduction 

Antibiotic resistance is a biggest threat to global health. Approximately 5 lakhs persons of 

the world are infected by drug-resistant tuberculosis and Human Immuno Deficiency Virus. 

The Date palm (Phoenix dactylifera L.) is one of the most noteworthy sources of food which 

have antibacterial potential. The percentage of reducing sugar is 88% in varieties and the 

percentage of non-reducing sugars is 3.82%. Dates are contemplated a tonic. The flower of 

the plant is used as economic source. Date palm cures male fertility by increasing sperm 

number and quality.  
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Dates (Phoenix dactylifera) are an important nutritional source in many countries of the 

world, because of the Dates containing different nutrients such as carbohydrates, vitamins, 

and minerals. Date palm flowering and fruiting were also valuable. All of the Dates 

accommodate the various qualitative and quantitative amounts of phytochemicals.  

Natural phytochemicals, such as phenolic compounds, which need for human health, 

showed the most antioxidant activity. In addition to antioxidant activity that helps the study 

demonstrated the antibacterial activity of phenols and phenolic compounds. The seed 

powder is also used as a coffee replacement and as food involves.  

The seed also yields essential fatty acids such as Palmitic acid, Stearic acid, Lauric acid, 

Oleic acid, and Linoleic acid.  As Date Palm have different anticancer property, it is 

important to phytochemical analysis of Date Palm to find what agent is actually responsible 

for its function. The aim of the study is to profile to Date palm fruits and leaves and evaluate 

their functional significance such as antimicrobial activities to their nutritional benefits. 

Taxonomic Position: 

Kingdom:  Plantae 

Clade:  Tracheophytes 

Clade: Angiosperms 

Clade: Monocots 

Clade: Commelinids 

Order: Articles 

Family: Arecaceae 

Genus: Phoenix 

Species: P. dactylifera 

 

Fig 1: Date Palm 
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Materials and Methods: 

The Date seed was extracted by using Ethyl acetate and Hexane. 

Collection of seeds:  

Design Implementation 

• The Date seed (Phoenix dactylifera) was selected for the study of antimicrobial activity 

and phytochemical analysis. The seeds were collected from the fruit market in 

Arambagh, West Bengal, India. Phoenix dactylifera seeds were collected. First seeds 

were washed with cold water and then with hot water. Then seeds were dried in room 

temperature at 37 degree Celsius for 7-10 days.  

Then seeds were air dried and powdered. Date seed powder of 200g was added to 400ml 

hexane and incubated in a shaker at room temperature. After 24 h incubation, the solvent 

was filtered from the mixture and the powder was dried and used again for extraction using 

400 ml ethyl acetate by incubating for 24 h in a shaken. The solvent was filtered and stored 

in a bottle. 

Fig 2: Date Palm Seed 

Fig 3: Seed Extracts of Date Palm 
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Site of Experiments: 

The whole experiments were carried out in the laboratory room of Rabindra Mahavidyalaya, 

Champadanga, Hooghly, and West Bengal, India. 

Collection of Microorganisms: 

The tested microorganisms are Escherichia coli and Klebsiella pneumonia. 

Preparation of Different Seed Extracts 

Benzene Extract:  

About 5 g of dried seeds were taken and powdered to store. Then dispersed in 25 ml of 

benzene solution and shake it for 10 minutes. Then used with paper and tied with the rubber 

band. Few holes were made in the paper air circulation and took it in room temperature at 

370C, maintenance for 4 days. 

Hexane Extract:  

About 5 g of dried seeds were taken and powdered to store.  Then dispersed in 25 ml of 

hexane solution and shake in for 10 minutes. Then used with paper and tied with the rubber 

band. Few holes were made in the paper air circulation and took it in room temperature at 

370C, maintenance for 4 days. 

Chloroform Extract:  

About 5 g of dried seeds were taken and powdered to store. Then dispersed in 25 ml of 

chloroform solution and shake in for 10 minutes.  Then used with paper and tied with the 

rubber band. Few holes were made in the paper air circulation and took it in room 

temperature at 370C, maintenance for 4 days.  

Ethyl acetate Extract:  

About 5 g of dried seeds were taken and powdered to store. Then dispersed in 25 ml of ethyl 

acetate solution and shake in for 10 minutes. Then used with paper and tied with the rubber 

band. Few holes were made in the paper air circulation and took it in room temperature at 

370C, maintenance for 4 days. 

Methanol Extract:  

About 5 g of dried seeds were taken and powdered to store. Then dispersed in 25 ml of 

methanol solution and shake in for 10 minutes. Then used with paper and tied with the 

rubber band. Few holes were made in the paper air circulation and took it in room 

temperature at 370C, maintenance for 4 days. 
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Preparation of Extract Concentration:  

Four extracts of Benzene, Chloroform, Hexane and Ethyl acetate of 50µg/ml, 100µg/ml, 

200µg/ml and 400µg/ml concentration were mixed respectively by using DMSO to analyse 

the extract which were most effective to inhibit bacteria. 

Microbiological Assay by Agar Disc Diffusion Method:  

For antimicrobial screening of seed extract Phoenix dactylifera 3 gm of each extracts were 

dissolved in 10 ml Dimethyl Sulphoxide (DMSO) from 25µg/ml, 75µg/ml, 150µg/ml, and 

300µg/ml concentration were taken for the antimicrobial activity. A hollow tube was heated 

and inoculated in the agar plate. It was removed as soon as possible by making a good plate 

each plate was for only one DMSO control. 

Medium:  

3.8 gm. of Mueller Hinton Agar (MHA) was added to 100ml of water and autoclaved at 

1210C for 20 minutes at 15 lb./inch square and transferred to a sterile Petri dish and clotted 

the agar at low temperature.  

Inoculum and Incubation: 

Inoculate 1gm of culture in Agar plate for 5min then as per previous concentrations kept it 

at 370C temperature for 24-48 hours. Measured the diameter of zone of inhibition area 

accurately. As per this method made each extracts of required concentrations.  

Phytochemical Estimation: 

Extract Preparation:  

20 gm. of dry powder was dispersed in methanol, ethyl acetate, hexane, benzene, and 

chloroform in a conical flask and shaken for 20 hours. Then the precipitation was collected. 

Phytochemical Studies:  

The methods described by air borne microorganisms were used to test for the presence of 

ingredients in the test sample.  

Test of Steroids:  

About 10 ml of seed extract (methanol, ethyl acetate, hexane, benzene, chloroform) was 

taken to dry mass, and the mass is dissolved in 0.5 ml of chloroform.  
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Test for Alkaloids:  

The seed extract (methanol, ethyl acetate, hexane, benzene, chloroform) was mixed with 

5ml of 1% HCL on a steam bath. The solvent was filtered, and 1 ml of the filtrate was treated 

with Mayer's reagent.  

Test for Tannins: About 1 g of plant extract powder was baked and 10 ml of distilled 

water added. The mix up was boiled 10 minutes. Two drops of 5% FeCl3 were added.  

Test for Flavonoids:  A drop of NH solution is added to the seed extract in a test tube for 

observation of yellow colour. 

Test for Reducing Sugar: To 0.5 ml extract solution, 1 ml of water and 8 drops of 

Fehling’s solution were added at hot water and then red precipitation was observed. 

 

Fig 4: Zone of Inhibition of Escherichia Coli Against Ethanol Extract 

Phytochemicals Phoenix dactylifera L. 

Chloroform  Methanol Ethanol 

Alkaloids - - - 

Anthraquinones - ++ - 

Catechin - +++ +++ 

Flavonoids - - - 

Glycosides - +++ +++ 

Phenolic groups - ++ + 

Reducing sugars - +++ - 

Saponins - +++ +++ 

Tannins - +++ +++ 

Terpenoids ++ - - 
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Fig 5: Antibacterial activity of the Phoenix dactylifera in different bacteria for hexane 

extracts in different concentration 
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Table 1: Antibacterial activity of the Phoenix dactylifera in different bacteria for 

hexane extract in different concentration 

Test Microorganism Concentration(µg/ml) 

100µg/ml 50µg/ml 25µg/ml 12.5µg/ml 

Escherichia coli 27.25±2.0 22.25±2.0 18.25±2.0 17.25±2.0 

Bacillus subtilis 28.5±3.0 27.25±2.0 21.25±2.0 18.5±3.0 

Staphylococcus aureus 36.1±3.0 27.4±3.0 23.7±2.0 20.0±2.0 

Klebsiellapneumonia 32.3±2.0 28.2±3.0 23.0±2.0 19.5±2.0 

Pseudomonas 

aeruginosa 

34.5±2.0 31.7±2.0 26.0±2.0 21.2±3.0 

Salmonella enteritis  29.0±2.0 26.2±3.0 23.1±2.0 19.4±3.0 
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Fig 6: Antibacterial activity of the Phoenix dactylifera in different bacteria for 

chloroform extract in different concentration. 
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Table 2: Antibacterial activity of the Phoenix dactylifera in different bacteria for 

chloroform extract in different concentration 

Test microorganism Concentration(µg/ml) 

100 

µg/ml 

50 µg/ml 25 µg/ml 12.5 µg/ml 

Escherichia 

coli 

27.2±2.0 22.5±2.0 18.25±2.0 17.25±2.0 

Bacillus 

subtilis 

32.5±3.0 29..25±2.0 22.25±2.0 19.5±2.0 

Staphylococcus 

aureus 

35.1±3.0 29.4±3.0 26.7±2.0 21.0±0.0 

Klebsiella 

pneumonia 

32.3±2.0 28.0±2.0 25.0±2.0 22.5±2.0 

Pseudomonas 

aeruginosa 

32.5±2.0 30.7±2.0 28.0±2.0 21.2±3.0 

Salmonella 

enteritis  

33.0±2.0 30.2±3.0 28.1±2.0 18.4±3.0 
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Table 3: Antibacterial activity of the Phoenix dactylifera in different bacteria for 

benzene extract in different concentration 

Test 

microorganism 

Concentration(µg/ml) 

100 

µg/ml 

50 µg/ml 25 µg/ml 12.5 µg/ml 

Escherichia coli 27.2±2.0 22.5±2.0 18.25±2.0 17.25±2.0 

Bacillus subtilis 32.5±3.0 29..25±2.0 22.25±2.0 19.5±2.0 

Staphylococcus 

aureus 

35.1±3.0 29.4±3.0 26.7±2.0 21.0±0.0 

Klebsiella 

pneumonia  

32.3±2.0 28.0±2.0 25.0±2.0 22.5±2.0 

Pseudomonas 

aeruginosa 

32.5±2.0 30.7±2.0 28.0±2.0 21.2±3.0 

Salmonella enteritis  33.0±2.0 30.2±3.0 28.1±2.0 18.4±3.0 

 

Fig 7: Antibacterial activity of the Phoenix dactylifera in different bacteria for benzene 

extract in different concentration 
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Fig 8: Antibacterial activity of the Phoenix dactylifera in different bacteria for ethyl 

acetate extract in different concentration 

Conclusion: 

Many plants, their fruits, and their seeds have many medicinal values that help in our health 

and other purposes.  The study on Date seeds extract shows many antibacterial activities on 

different bacteria. The antibiotics treated to resist many bacteria, ampicillin, the plant extract 

as the same concentrations inhibit many bacteria. In this research, we observed the result of 

phytochemicals in my study. It is an inference that Phoenix dactylifera L. seed powders 

contain the chemical constituents like alkaloids, saponins, flavonoids, terpenoids, 

glycosides, steroids and phenolic compounds in this plant seed. However, it recommended 

that further work can be carried out to isolate the bioactive constituents in Phoenix 

dactylifera L.  
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Table 4: Antibacterial activity of the Phoenix dactylifera in different bacteria for 

ethyl acetate extract in different concentration 

Test microorganism Concentration(µg/ml) 

100 µg/ml 50 µg/ml 25 µg/ml 12.5 µg/ml 

Escherichia coli 37.2±2.0 32.5±2.0 28.25±2.0 24.25±2.0 

Bacillus subtilis 42.5±3.0 39.25±2.0 32.25±2.0 29.5±2.0 

Staphylococcus aureus 44.1±3.0 39.4±3.0 36.7±2.0 33.4±0.0 

Klebsiella pneumonia 41.3±2.0 38.0±2.0 35.0±2.0 32.5±2.0 

Pseudomonas 

aeruginosa 

35.3±2.0 33.7±2.0 28.0±2.0 25.2±3.0 

Salmonella enteritis  43.0±2.0 35.2±3.0 33.1±1.0 29.9±3.0 
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Sing various extraction solvent with a view characteristics the presence of chemical such as 

the plant seed. This plant seed plays an important role in the fields of pharmaceutical and 

medicine and also treats infectious disease among the plant the best result respectively. 

Future Aspects: 

As plants have no side effects for human health, it can be used in treatment of many diseases. 

Date seeds are found useful in treating blood sugar related problems, diabetes, and related 

complications. According to recent research, Date seeds have shown potential for protective 

effects against early diabetic complications of both liver and kidney. Date seed oil is 

obtained from Date seeds through a Soxhlet extraction technique. Date seed oil is mainly 

composed of the four fatty acids namely oleic, linoleic, Lauric, and Palmitic acid. Listed 

below are some of the well-known health benefits of using Date seed oil. Some people use 

Date seeds as an additive to coffee. Add Date syrup into the warm water with lemon and 

drink as a tea or infused water. Try to make healthy bread spread. Just blend Date syrup 

with honey or Jaggery. Use this instead of jam.  

Add Date powder into your smoothies or juices. Add Date palm seed powder into your 

baking dishes like cookies, cakes, etc. Add Date syrup while making the salad dressing for 

extra health benefits. 
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A B S T R A C T 
Plants are healthy and natural resource of life. In particular, medicinal plants are of great importance with endless 
therapeutic properties useful for curing various diseases with an advantage of being natural. The present study is to 
evaluate the qualitative estimation of phytochemicals and antimicrobial activity of ethyl acetate, hexane, 
chloroform, methanol extracts of leaves of Eucalyptus globulus against the following microorganisms: Bacillus 
subtilis; Enterococcus faecalis; Staphylococcus aureus; Proteus vulgaris; Escherichia coli and Klebsiella pneumoniae. 
The process was carried out by agar well diffusion method. The extracts were poured into the wells at different 
concentrations like 25mg/ml, 75mg/ml, 150mg/ml and 300mg/ml. After incubation zones of inhibition were 
observed. As the concentrations of extract increased the activity also increased and thus the zone of inhibition too 
increased. Among four extracts, zone of inhibition was best in ethyl acetate extract. In case of Staphylococcus 
aureus, the ethyl acetate extract (300 mg/ml) showed maximum zone of inhibition 46.0 ± 2.0mm, while in case of 
Klebsiella pneumoniaethe hexane extract (25 mg/ml) showed minimum zone of inhibition 15.0 ± 0.0 mm. Ethyl 
acetate extract is more effective than other three extract. Hence Eucalyptus globulus can be used in developing 
drugs and medicines against various activities of bacteria. Study has also been shown the presence of various 
phytochemical constituents such astannin, saponin, glycosides, alkaloids, phenolic content in the leaf of Eucalyptus 
globulus. The Eucalyptus globulus oil has antimicrobial activity against different microorganisms and appears to be 
a viable alternative as germicidal agent hence, further investigation is recommended. Its antimicrobial activity was 
evaluated against six bacterial species, including food poisoning and spoilage bacteria and human pathogens. The 
results of the antibacterial activity tests revealed that the leaf extract of E. globulus has rather a strong antibacterial 
activity, especially against Staphylococcus aureus. 
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he spread of drug resistant pathogens is one of the 

most serious threats to successful treatment of 

microbial diseases and growing problem of antimicrobial 

resistance has become a important public health concern 

worldwide and especially in developing countries as a result 

of overuse and misuse of antibiotics (Ruifang et al. 2006). 

Many plants are used for different industrial purposes such 

as food, drugs, and perfumery manufacturing (Zarai et al. 

2012). Their use has taken place since ancient times, and 

despite many of them were substituted by synthetic ones, the 

demand for natural products is increasing (Guillén et al. 

1996). They have been shown to possess antibacterial, 

antifungal, antiviral, insecticidal and antioxidant properties 

(Burt 2004, Kordali et al. 2005). Aromatic and medicinal 

plants which push in the whole world have therapeutic 

virtues, because they produce certain bioactive molecules 

T 
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which react with other organisms in the environment, 

inhibiting bacterial or fungal growth. The molecules that can 

inhibit pathogens and have little toxicity to host cells are 

considered candidates for developing new antimicrobial 

drugs (Manika et al. 2013, Sheeba 2012). It has been used in 

folk medicine throughout the world as anti-inflammatory, 

analgesic and antipyretic remedies for the symptoms of 

respiratory infections, such as cold, flu, and sinus congestion 

(Rahimi-Nasrabad et al. 2012, Shahwar et al. 2012). 

Essential oils from Eucalyptus species have been approved 

as food additives, and the extracts also widely used in 

modern pharmaceutical, and cosmetic industries (Arfao et 

al. 2013). In addition, the oil possesses a wide spectrum of 

biological activity including antimicrobial, fungicidal, 

insecticidal/ insect repellent, herbicidal, acaricidal and 

nematicidal (Singla et al. 2014). Staphylococcus aureus is 

one of opportunistic pathogens that cause severe and life 

threatening infections in immune-compromised patients and 

is mainly responsible for post-operative wound infection, 

toxic shock syndrome and food poisoning (Bachir and 

Benali 2012, Chambers and Deleo 2009). The main purpose 

of this research article is to focus on the antimicrobial 

activities of Eucalyptus globulus and the mechanisms 

involved in the inhibition of these pathogenic 

microorganisms. Eucalyptus leaf extracts have been used to 

treat influenza, chest problems, and skin rashes while their 

vapor is inhaled to fight inflammation. They contain great 

amounts of essential oil up to 3.5% (w/w), which is used in 

medicine, aromatherapy and perfumes. The essential oil 

extracted from leaves of Eucalyptus globulus is known to be 

a rich source of traditional medicines and it is widely used to 

treat pulmonary tuberculosis, diabetes, asthma and also used 

as disinfectant, antioxidant agent, and antiseptic agent 

especially in the treatment of respiratory tract infections and 

certain skin diseases (Song et al. 2009). Eucalyptus essential 

oils is use to reduce mycelial growth and inhibit spore 

production and germination (Nezhad et al. 2009). 

 

Taxonomy, botanical and ecological characteristics of the 

plant 

Taxonomical position 

 

Kingdom : Plantae  

Clade : Angiosperms 

Clade : Eudicots 

Clade : Rosids 

Order : Myrtales 

Family : Myrtaceae 

Genus : Eucalyptus 

Species : E. globulus      Fig 1 Eucalyptus globules Plant 
 

They have a wide distribution in tropical and sub-

tropical areas, and are cultivated in many other climates 

(Salari et al. 2006). The Tasmanian blue gum, southern blue 

gum or blue gum Eucalyptus (Eucalyptus globulus), is an 

evergreen, typically grow from 30 to 55 m tall. The tallest 

currently known specimen in Tasmania is 90.7 m tall 

(MobileReference 2008), up to 200cmin diameter (Louppe 

2008). Root system is deep and spreading. Bark smoothish, 

mottled gray, brown, and greenish or bluish, peeling in long 

strips, at base becoming gray, rough and shaggy, thick and 

finely furrowed; inner bark light yellow within thin green 

layer. Leaves alternate, drooping on flattened yellowish 

petioles 1.5-4 cm long, narrowly lanceolate, 10-30 cm long, 

2.5–5cm wide, mostly curved, acuminate at tip, acute at 

base, entire, glabrous, thick, leathery, with fine straight 

veins and vein inside marlin, shiny dark green on both 

surfaces (Little 1983) (Fig 1). Flowers bisexual, regular, 

whitish; pedicel up to 8 mm long; flower buds top-shaped, 

divided into an oboconical, ribbed or smooth hypanthium, 

and flattened, hemispherical operculum having a short knob, 

stamens numerous, ovary inferior, 3-5 –celled (Louppe 

2008). The fruits are woody and range from 1.5 to 2.5 cm in 

diameter. Numerous small seeds are shed through valves 

(numbering between 3 and 6 per fruit) which open on the 

top of the fruit. It produces roots throughout the soil profile, 

rooting several feet deep in some soils. They do not form 

taproots (MobileReference 2008). The Eucalyptus tree 

consists with fragrant foliage rich in oil glands and is an 

excellent source of commercially important eucalyptus oil 

that finds extensive use in pharmaceutical, perfumery and 

industry (Brooker and Kleinig 2006). The most important 

type of eucalyptus oil is the medicinal type derived 

primarily from Eucalyptus globulus Labill (Tasmanian blue 

gum) (Barceloux 2012).  

 

MATERIALS AND METHODS 
Selection and collection of herb material 

The plant Eucalyptus globulus was selected for study of 

antibacterial activity and phytochemical analysis. The plant 

Eucalyptus globulus was collected randomly from the 

garden of Rabindra Mahavidyalaya, Champadanga, 

Hooghly, West Bengal, India. The identity of the plant 

specimen was confirmed by Prof. Tanmay Ghosh and Prof. 

Joydip Ghosh at the Department of Microbiology, 

Champadanga, Hooghly. 
 

Preparation of herb material 

First leaves were washed with cold water and then with 

hot water. The leaves were air-dried in the shade at the 

ambient temperature and stored in double-layer paper bags 

at the room temperature for 7-10 days, protected from the 

direct light, until further analysis. Then air dried leaves were 

crushed to fine powder by mixer grinder and store in air-

tight bottles (Fig 2). 
 

 

 

(A) Leaves ground to powder                (B) Extract obtained 

Fig 2 Extract preparation  
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Preparation of different plant extract 

Hexane extraction 

5gm of air-dried powder of leaves was mixed with 30 

ml of hexane in a conical flask and then kept on a rotary 

shaker for 15 mints. Then they were bind with tissue paper 

and rubber band. Some pores were made so that air can pass 

through it and then take room temperature for 3-5 days for 

evaporate. 
 

Chloroform extraction  

5gm of air-dried powder of leaves was mixed with 30 

ml of chloroform in a conical flask and then kept on a rotary 

shaker for 15 mints. Then they were bind with tissue paper 

and rubber band. Some holes were made so that air can pass 

through it and then take room temperature for 3-5 days for 

evaporate.  
 

Ethyl acetate extraction 

5gm of air-dried powder of leaves was mixed with 30 

ml of ethyl acetate in a conical flask and then kept on a 

rotary shaker for 15 mints. Then they were bind with tissue 

paper and rubber band. Some holes were made so that air 

can pass through it and then take room temperature for 3-5 

days for evaporate. 
 

Methanol extract  

5gm of air-dried powder of leaves was mixed with 30 

ml of methanol in a conical flask and then kept on a rotary 

shaker for 15 mints. Then they were bind with tissue paper 

and rubber band. Some holes were made so that air can pass 

through it and then take room temperature for 3-5 days for 

evaporate. 
 

Preparation of extract concentration  

Four concentrations (25mg/ml, 75mg/ml, 150mg/ml and 

300mg/ml) were made from each of the four extracts 

(Benzene, Chloroform, Ethyl acetate, Methanol extract). In 

every case 3 gm of extract was mixed with 10ml DMSO 

(dimethyl sulfoxide) to prepare 300 mg/ml stock 

concentration. Then other three concentrations were made 

by adding extra DMSO with the Stock in other test tube.  
 

Collection of microorganisms 

Six bacterial species namely Bacillus subtilis (MTCC 

441); Enterococcus faecalis (MTCC 439); Staphylococcus 

aureus (MTCC 737); Proteus vulgaris (MTCC 426); 

Escherichia coli (MTCC 443) and Klebsiella pneumonia 

(MTCC 432) were used in the present study. These strains 

of bacteria were purchased from Microbial Type Culture 

Collection (MTCC), Institute of Microbial technology (IM-

TECH), Chandigarh, India. The bacterial strains were 

maintained in Muller Hinton Agar (MHA, pH-7.2) at 

37°C.The stock culture slants were maintain at 4°C. Each 

culture was serially diluted (10
-1

–10
-10

) before spreading. 
 

Collection of antibiotics 

Two antibiotics, Ampicillin and Chloramphenicol were 

collected from a medical shop of Champadanga market, 

Hooghly, West Bengal. 

Culture medium 

3.8 g of Mueller Hinton Agar (MHA) was added to 

100ml of distilled water and autoclaved at 121°C for 15 

minutes at 15 lbs and poured in sterile petri plates up to a 

uniform thickness of approximately 4mm and the agar is 

allowed to set at ambient temperature and used. 

 

Inoculums and incubation  

0.1 ml of each bacterial culture was transferred to the 

respective agar plates. The inoculated plates were allowed to 

stand for 5 min, before making wells for different 

concentrations to be tested. The extracts of leaf of 

Eucalyptus globulus were loaded at different concentrations 

in the well on agar plate. Then bacterial cultures and 

incubated at 37°C for 24-48 hours in an incubator. 

 

Testing of antimicrobial activity by agar well diffusion 

method 

The antibacterial screening of leaf extract of Eucalyptus 

globulus was prepared by dissolving 3gm of each extract 

separately in 10ml Dimethyl Sulphoxide (DMSO). From this 

25mg/ml, 75mg/ml, 150mg/ml, 300mg/ml concentration 

were taken for the analysis of antibacterial activity. Muller 

Hinton agar was use to check antimicrobial activity by well 

diffusion method. Autoclaved medium was poured in to 

petri plates in the laminar air flow hood. The 

microorganisms from 24 hrs old broth were spread on the 

cooled medium. A hollow tube of stainless steel borer of 

diameter 6-8 mm was heated and pressed above the 

inoculated agar plate. It was removed immediately by 

making a well in the plate. Eight plates were made for each 

microorganism and one wall (Two parts) made on each plate 

the entire surface at angle 180°. Two plate was for four type 

of concentration (25 mg/ml, 75 mg/m; 150 mg/ml, 300 

mg/ml) of each extract of Eucalyptus globulus, two plate is 

for same type of concentration (as the leaf extract) of each 

type of antibiotic (Ampicillin, Chloramphenicol) and one for 

Control (by DMSO). Because we have to prove the extracts 

have large zone of inhibition than those antibiotics by this 

parallel study. These plates were incubated for 24-48 hrs. 

 

Statistical analysis 

After incubation the diameter of zone of inhibition 

around the well was measured using zone reader (Vennila 

and Udayakumar 2015). Corresponding 4 values of zones of 

inhibition for each concentration of Eucalyptus globulus 

extract were taken. The values so obtained were compared 

within the group (same concentration of extract) and with 

different groups (different concentrations of extract) for 

different bacteria and statistical analysis was done. Results 

obtained were analyzed statistically and values were 

expressed as Mean ± SD. 

 

RESULTS AND DISCUSSION 

The result of the present study showed significant 

antibacterial activity against each of six bacterial species 

namely Bacillus subtilis (MTCC 441); Enterococcus 

faecalis (MTCC 439); Staphylococcus aureus (MTCC 737); 
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Proteus vulgaris (MTCC 426); Escherichia coli (MTCC 

443) and Klebsiella pneumoniae (MTCC 432). Crude 

extracts obtained from leaf of Eucalyptus globulus using 

different solvents like methanol, ethyl acetate, chloroform 

and hexane were screened for antibacterial activity against

pathogenic bacteria. 

In case of Staphylococcus aureus, the ethyl acetate 

extract (300 mg/ml) showed maximum zone of inhibition 

46.0 ± 2.0 mm (Fig 3), while hexane extract (25 mg/ml) 

showed minimum zone of inhibition 18.0 ± 2.0 (Table 1). 

 

Table 1 Antibacterial activity of various extract of Eucalyptus globulus against Staphylococus aureus (MTCC 737) 

Concentrations 

(mg/ml) 

Average zone (mm) of inhibition of various extract ofEucalyptus globulus 

Ethyl Acetate Methanol Chloroform Hexane 

300 46.0 ± 2.0 43.2 ± 2.0 41.1 ± 1.0 39.0 ± 2.0 

150 39.0 ± 1.0 37.1 ± 2.0 36.0 ± 2.0 33.1 ± 1.0 

75 34.1 ± 1.0 32.0 ± 1.0 31.0 ± 1.0 27.2 ± 1.0 

25 23.0  ± 2.0 20.2 ± 2.0 18.2 ± 1.0 18.0 ± 2.0 

 

   

Fig 3 Antibacterial activity of ethyl acetate of Eucalyptus globules against Staphylococus aureus 
 

In case of Proteus vulgaris, the ethyl acetate extract 

(300 mg/ml) showed maximum zone of inhibition45.0 ± 2.0 

mm (Fig 4), while hexane extract (25 mg/ml) showed 

minimum zone of inhibition 19.2 ± 2.0 (Table 2). 

 

Table 2 Antibacterial activity of various extract of Eucalyptus globulus against Proteus vulgaris (MTCC 426) 

Concentrations 

(mg/ml) 

Average zone (mm) of inhibition of various extract of Eucalyptus globulus 

Ethyl Acetate Methanol Chloroform Hexane 

300 45.0 ± 2.0 44.0 ± 2.0 42.0 ± 2.0 37.0 ± 2.0 

150 40 .1± 1.0 39.0 ± 1.0 37.2 ± 1.0 34.1 ± 1.0 

75 36.0 ± 2.0 34.1 ± 1.0 33 .0 ± 1.0 31.0 ± 2.0 

25 24.2 ± 2.0 22.0 ± 2.0 21.1 ± 2.0 19.2 ± 2.0 

 

   

Fig 4 Antibacterial activity of ethyl acetate of Eucalyptus globules against Proteus vulgaris 
 

In case of Enterococcus faecalis, the ethyl acetate 

extract (300 mg/ml) showed maximum zone of inhibition 

43.0 ± 2.0 mm (Fig 5), while hexane extract (25 mg/ml) 

showed minimum zone of inhibition 17.0 ± 0.0 (Table 3). 
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Table 3 Antibacterial activity of various extract of Eucalyptus globulus against Enterococcus faecalis (MTCC 439) 

Concentrations 

(mg/ml) 

Average zone (mm) of inhibition of various extract of Eucalyptus globulus 

Ethyl Acetate Methanol Chloroform Hexane 

300 43.0 ± 2.0 42.0 ± 0.0 40.2 ± 1.0 37.0 ±0.0 

150 39.0 ± 1.0 36.2 ± 2.0 33.0 ± 0.0 31.2 ± 2.0 

75 34.0 ± 0.0 32.0 ± 1.0 29.1 ± 2.0 27.1 ± 1.0 

25 22.2 ± 1.0 20.0 ± 0.0 18.0 ± 1.0 17.0 ± 0.0 

 

   

Fig 5 Antibacterial activity of ethyl acetate of Eucalyptus globules against Enterococcus faecalis 
 

In case of Escherichia coli, the ethyl acetate extract 

(300 mg/ml) showed maximum zone of inhibition 42.0 ± 0.0 

mm (Fig 6), while chloroform extract (25 mg/ml) showed 

minimum zone of inhibition 18.0 ± 0.0 (Table 4). 

 

Table 4 Antibacterial activity of various extract of Eucalyptus globulus against Escherichia coli(MTCC 443) 

Concentrations 

(mg/ml) 

Average zone (mm) of inhibition of various extract of Eucalyptus globulus 

Ethyl Acetate Methanol Chloroform Hexane 

300 42.0 ± 0.0 40.2 ± 1.0 36.0 ±0.0 34.0 ±0.0 

150 35.2 ± 2.0 32.0 ± 0.0 29.2 ± 1.0 27.2 ± 1.0 

75 34.1 ± 1.0 30.1 ± 2.0 28.1 ± 1.0 24.1 ± 2.0 

25 21.0 ± 0.0 19.0 ± 1.0 18.0 ± 0.0 19.0 ± 0.0 

 

   

Fig 6 Antibacterial activity of ethyl acetate of Eucalyptus globules against Escherichia coli 
 

In case of Bacillus subtilis, the ethyl acetate extract 

(300 mg/ml) showed maximum zone of inhibition 40.3 ± 1.0 

mm (Fig 7), while hexane extract (25 mg/ml) showed 

minimum zone of inhibition 16.0 ± 0.0 (Table 5). 

 

Table 5 Antibacterial activity of various extract of Eucalyptus globulus against Bacillus subtilis (MTCC 441) 

Concentrations 

(mg/ml) 

Average zone (mm) of inhibition of various extract of Eucalyptus globulus 

Ethyl Acetate Methanol Chloroform Hexane 

300 40.3 ± 1.0 37.0 ±1.0 35.0 ±2.0 33.0 ±1.0 

150 34.0 ± 0.0 31.2 ± 0.0 27.2 ± 0.0 25.2 ± 2.0 

75 30.0 ± 0.0 27.1 ± 2.0 25.1 ± 1.0 23.1 ± 1.0 

25 25.6 ± 1.0 19.0 ± 0.0 17.0 ± 0.0 16.0 ± 0.0 
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Fig 7 Antibacterial activity of ethyl acetate of Eucalyptus globules against Bacillus subtilis 
 

Table 6 Antibacterial activity of various extract of Eucalyptus globulus against Klebsiella pneumoniae (MTCC 432) 

Concentrations 

(mg/ml) 

Average zone (mm) of inhibition of various extract of Eucalyptus globulus 

Ethyl Acetate Methanol Chloroform Hexane 

300 36.5 ± 0.0 34.0 ±4.0 32.0 ± 3.0 30.0 ± 2.0 

150 29.3 ± 3.0 27.2 ± 2.0 24.2 ± 2.0 22.2 ± 1.0 

75 28.2 ± 2.0 24.1 ± 1.0 22.1 ± 2.0 19.1 ± 3.0 

25 19.0 ± 2.0 15.0 ± 1.0 17.0 ± 3.0 18.0 ± 0.0 

 

   

Fig 8 Antibacterial activity of ethyl acetate of Eucalyptus globules against Klebsiella pneumoniae 
 

In case of Klebsiella pneumoniae, the ethyl acetate 

extract (300 mg/ml) showed maximum zone of inhibition 

36.5 ±0.0 mm (Fig 8), while methanol extract (25 mg/ml) 

showed minimum zone of inhibition 15.0 ± 1.0 (Table 6). 

Mean zone of inhibition and standard deviation for each 

concentration and each bacterium was calculated for 

analysis. 

In present investigation all the extracts of Eucalyptus 

globulus used for the study showed antimicrobial activity 

against Gram positive and Gram negative bacteria. 

Antibacterial activity was tested on Muller Hinton Ager 

(MHA) plates by agar cup method. Various concentrations 

of extracts were prepared. The whole process was tested 

against six species of bacteria, Bacillus subtilis (MTCC 

441); Enterococcus faecalis (MTCC 439); Staphylococcus 

aureus (MTCC 737); Proteus vulgaris (MTCC 426); 

Escherichia coli (MTCC 443) and Klebsiella pneumoniae 

(MTCC 432) were taken for study. There was no zone of 

inhibition in the negative control by DMSO. The 

antibacterial efficacy of various solvent extracts of 

Eucalyptus globulus showed varied level of inhibition 

against the bacteria. The antibacterial activity of the various 

solvent extracts of leaf of Eucalyptus globulus against 

bacterial isolates showed best results at the concentration of 

300 mg/ml. Eucalyptus globulus leaves extract showed 

increasing zones of inhibition with increasing concentration 

against all bacteria. From the study, it can be concluded that 

the leaves extract of Eucalyptus globulus has the 

antibacterial activity. Each bacterium was treated with 

antibiotic ampicillin and chloramphenicol by same 

concentration as plant extract. Zones of inhibitions were 

larger in case of plant extract than antibiotics. Plant extract 

inhibits the bacteria more than ampicillin and 

chloramphenicol, this concentration was more effective than 

antibiotic so, we can use this extract for medicinal purpose 

for a good result. They are safe and sustainable methods that 

may be applied to control the growth of microorganisms 

directly to the infection site and nontoxic for humans and 

effective in small concentrations. Further investigations on 

the isolation and identification of bioactive components on 

the plant would help to ascertain its potency. This could be 

further exploited by in vivo study systems to increase the 

overall activity. The presence of phytochemical compounds 

exhibit antibacterial effects. Among four extracts Ethyl 

acetate is more effective and hexane is less effective. 

Highest antibacterial activity was observed against 
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Staphylococcus aureus (MTCC 737) and lowest 

antibacterial activity was observed against Klebsiella 

pneumoniae (MTCC 432). 

 

Phytochemical estimation 

Extract preparation 

20 gm of air-dried powder was taken in 100 ml of each 

solvent (methanol, ethyl acetate, hexane, chloroform) in a 

conical flask, plugged with cotton wool and then kept on a 

rotary shaker. After 24 hours the supernatant was collected 

and the solvent was evaporated.  

 

Phytochemical studies  

The methods described by Harborne were used to test 

for the presence of the active ingredients in the test sample 

(Harborne and Baxter 1993). 

 

Test for steroids 

10 ml of plant extract (methanol, ethyl acetate, hexane, 

chloroform) was evaporated to a dry mass and the mass is 

dissolved in 0.5 ml of chloroform. Acetic anhydride [0.5 ml] 

and 2 ml of concentrated H2SO4 were added to before 

(Harborne and Baxter 1993).  
 

Test for saponins 

5 ml of the extract with 10 ml of water in a test tube 

was shaken for few minutes, and then a full mass of small 

bubbles formation was taken as an indication of the presence 

and absence of saponins. 
 

Test for phenols 

Equal volume of the extract was added to equal volume 

of FeCl3, a deep bluish green solution was taken as a 

positive test for the presence of phenols. 

 

Test for alkaloids 

The plant extract (methanol, ethyl acetate, hexane, 

chloroform) [0.5 g] was stirred with 5 ml of 1% HCl on a 

steam bath. The solution obtained was filtered and 1 ml of 

the filtrate was treated with two drops of Mayer’s reagent. 

The two solutions were mixed and made up to 100ml with 

distilled water (Harborne and Baxter 1993, Evans and 

Trease 1988). 

 

Test for tannins 

About 1 g of plant extract powder was weighed into a 

beaker and 10 ml of distilled water added. The mixture was 

boiled for five minutes. Two drops of 5% FeCl3 were then 

added (Iyengar 1995).  
 

Test for flavonoids 

A few drops of 1% NH3 solution is added to the plant 

extract [0.5 g] in a tube for observation of yellow coloration 

(Priyadarsini and Rani 2011). 
 

Test for glycosides 

5 ml of extract plus 25 ml of dilute H2SO4 were poured 

into a test tube. The mixture was boiled for 15 min, cooled 

and neutralized with 10% NaOH and 5 ml of Fehling A and 

B was added. Brick red precipitate is a positive test for the 

presence of glycosides. 

 

Table 7 Display the presence/absence of different 

phytochemicals in the leaf of Eucalyptus globulus 
Phytochemicals Ethyl acetate Hexane Chloroform Methanol 

Tannin + + + + 

Alkaloid + + - + 

Flavonoid + + + + 

Phenols + + + - 

Steroid + + + + 

Saponin + - + + 

Glycosides + + - + 
 

Traditional medicinal practice has been known for 

centuries in many parts of the world for the treatment of 

various diseases (Priyadarsini and Rani 2011). The use of 

antibiotics has revolutionized the treatment of various 

enteric bacterial infections. The result of phytochemical 

analysis of this plant showed that all the tested extracts have 

bioactive substances which display antimicrobial activity. 

For instance, tannins are known to be made up of phenols 

and phenolic compounds that have been used as disinfectant. 

Due to differences in geographical location of these plants, 

the phytochemical constituent can be greatly affected 

(Perianayagam and Pillai 2006). However, their 

indiscriminate use has led to an alarming increase in 

antibiotic resistance among microorganism, thus 

necessitating the need for development of novel 

antimicrobials. The present study may conclude that the 

leaves of Eucalyptus globulus possess various 

phytochemicals like alkaloid, saponin, flavonoid, protein 

and tannin in a high quality and possess various bioactive 

properties. Through the world Eucalyptus globulus is well 

recognized in different pharmacological practices and the 

presence of high quantities of those bioactive 

phytochemicals may attribute to its medicinal value. The 

bio-inductive study will be helpful for improving the yield 

of these metabolites. All this information leads us to 

conclude that leaves of Eucalyptus globulus harbours 

immense qualities and can future prove a pivotal role in the 

field of phytochemical research and developing drugs and 

medicines.  

 

Future aspect  

Scientific research and inventions have always been the 

thrust of mankind and is largely responsible for the standard 

of living he has today. Natural resources of a country are of 

primary importance for the economic development. Plants 

were in existence even before man came into existence. The 

importance of plants in the medical treatment cannot be 

overestimated. Hence, the global knowledge about Indian 

herbals will hopefully be enhanced by information on the 

evidence-base of these plants. The emerging field of herbal 

products industry holds a great potential to the economic 

development of the Indian region. There is an increasing 

trend of using plants as a source of food, medicine and 

perfumes. In conclusion, the results obtained in this study 
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indicated that the traditional plant, Eucalyptus globulus 

generally used as potential source for useful drugs like anti-

inflammatory, anticancer, antimicrobial, insectifuge, 

nematicide, anticoronary, wound healing, hepatoprotective 

activities demonstrated broad spectrum antibacterial activity 

against bacterial isolates of both Gram negative and Gram-

positive bacteria. So, further research is needed to isolate, 

identify, characterize and elucidate the structure of these 

bioactive compounds responsible for medicinal values of 

Eucalyptus globulus. 
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Abstract: A mushroom, also called toadstool, is a fruiting body of fungus that bears spore and they are very 

freshly. Normally mushrooms grow above ground or on its food source. There are over 50000 species of 

mushrooms, besides this yeasts and molds are also consisted of it. Among these 50000 species 1.2% is toxic and 

most of others are utilized in medicinal purpose.  Most of mushroom species are tough, gelatinous and woody 

and posses a nasty smell with very bad taste. Only 20 varieties have good flavor. The most widely cultivated 

mushrooms are button mushrooms, Pleurotus mushrooms, shiitakes, wood ears and common mushrooms. It 

commonly helps as a correct diet food, controls and modulates many functions in human body, besides it 

maintained the state of good health, and reduces the risk of many diseases. Medicinal edible mushrooms have 

been valued as natural source of various important compounds. Mushrooms are rich source of mineral 

constituents, phosphorous and particularly potassium, magnesium, and various vitamins such as vitamins B2, 

B3, B12, D, E, and C. The mushrooms can be a source of heavy metals, radioactive substances, etc. They also 

used as laxative, antibiotic, cholesterol-lowering etc. Mushrooms are used to preventing and treating high risk 

of stroke, diabetes, cancers, etc. We also knows that mushrooms contain many bio-active compounds such as 

phenols, polyphenols, polysaccharides, terponoids, selenium, sodium and organic acid which are responsible for 

treating diseases and beneficial to the skin and hair. There are many mushroom production industries. Now a 

day’s disposal of industrial by products is a great problem in the whole world because they pollute the 

environment, but the organic disposal materials from mushrooms by-products are very important compounds, 

which may be used in agriculture as bio fertilizer due to their functional and nutritional properties. This review 

indulges a clear knowledge about the manifold uses and procedures of mushroom farming. In the financially 

poor areas malnutrition related diseases are very common. Mushroom revolution because for mushrooms 

cultivation there is no need of proper cultivating field and medicine as it can grow on waste materials. 

Key-words: Poisonous, Agriculture, Nutritional, Laxative. 
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Introduction:  

Mushrooms, the obvious umbrella-shaped, spore-bearing fruiting body of a macro fungi (not vegetables), that 

grow on the food source that is cellulose [1]. Mushrooms are usually composed of a stipe (stem), a pileus 

(cap), and lamellae (gills). They did not make their own food due to lack of Chlorophyll. They absorb 

nutrients from decaying materialfrom environment, but when they grow commercially, they cultivated on 

substrate containing various components [2]. In India, the evincible climate changing area, to a great 

challenge because the quantity of agricultural land is limited even this is decreasing day by day for industrial 

purposes and like in other cases. The word mushroom has been used in a variety of ways at different times 

and in different countries. For having delicious flavour mushrooms are also used as an ingredient of gourmet 

cuisine through all over the world due to their nutritive and medicinal values and also used as delicious food 

components [3]. In World, there are different types of mushrooms like white button mushrooms, crimino 

mushrooms, and Oyster mushrooms. Three types of mushrooms are grown in India such as white button 

mushrooms, milky mushrooms, and Oyster mushrooms [4]. In India mushrooms produced 35% of total 
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production. There is very good scope in mushroom cultivation in West Bengal. With growing number of 

Chinese restaurants in large cities like Kolkata, Durgapur, and Siliguri demand for mushroom is increasing 

day by day. Mainly button and oyster mushroom has demand in West Bengal.Pleurotus sp.commonly known 

as Oyster Mushroom is cultivated in many countries of the world. China being the biggest mushroom 

producer around the world, Pleurotus sp.are found mainly in valley, Druas and Jammu. This mushroom can 

grow as a wide range of temperature. Mushrooms are richest sources of vegetables (21% to 30% protein, 

mineral elements Ca, Na, P, K and less amount of fat 0.35% - 0.65% dry wt. and starch 0.02% dry wt.). 

Mushroom considered as a healthy food. It contains low calories, high protein, vitamins and minerals etc. 

Mushrooms have medicinal values which enhance immune system. Mushroom contains various 

phytochemical compounds like flavonoids, phenolic compounds, Polysaccharides, vitamin, alkaloids, purine, 

lectin, saponins, and glycopeptides etc. which possess antifungal, antibacterial, antioxidant, and antiviral 

properties [5]. Mushrooms are suitable for diabetic and heart patients because of their low starch and 

cholesterol content [6]. Mushrooms extracts have a great pharmaceutical role in cancer therapy due to their 

anti cancer properties [7]. The polysaccharide content mushrooms are used as anti cancer drug [8]. Recently 

some bioactive molecules including anti-tumour agent, anti-allergic, anti-diabetic agent found in some 

species of mushrooms [9]. The mushroom by products also used in different field like food products, animal 

feed, Bio fertilizer, energy production, bioremediation, and bio based materials [10]. Polysaccharides from 

edible mushrooms are used in pharmaceutical as well as nutraceuticals and functional food [11]. Spent 

Mushroom Substrate (SMS) has an utilization as organic fertilizer in agricultural and horticultural purposes. 

Besides this its extra cellular enzymes are able to degrade many pollutants, so it is also used in 

bioremediation [12]. The SMS is used in fermentation process, such as bio-ethanol production and can be 

brunt to produce energy and suitable feedstock for biogas production [13]. Mushrooms as an effective food 

are used in me as a proofed nutritional supplement to boost immunity, thus the term considers the 

applications of mushroom, reviewing the current study of various aspects of mushrooms towards food, 

medicine, minerals, drugs and etc. In this present research topic, we discussed about the important medicinal 

and agricultural value of edible mushrooms and their uses in different fields. 

 

 

 

 

 

     Figure: Oyster Mushrooms.                        Figure: White Button Mushrooms. 
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      Figure: Shiitake Mushrooms.    Figure: Brown Cap Mushrooms. 

 

  Figure: White milky Mushrooms.    Figure: Black Ear Mushrooms. 

Taxonomic Position:  
Kingdom- Fungi. 

Division- Basidiomycota. 

Class- Agaricomycetes. 

Order- Agaricales. 

 

Different types of edible mushrooms: 

SL. No. Common variety Scientific Name 

1. Button, 

European/Temperate 

  

Agaricus bisporus 

2. Button/Edulis/Hot 

Weather Mushroom 

Agaricus bitorqius 

3. Common Oyster 

Mushroom 

Pleurotus ostreatus 

4. Oyster Mushroom Pleurotus abolonus 



 Wesleyan Journal of Research , Vol.13 No47(December 2020) 

20 
 

Research Article (Microbiology) 

 
5. Paddy 

straw/Chinese/tropical 

mushroom  

Valvariella volvacea, V. Diplosia 

6. Black Ear mushroom Auricularia polytricha 

7. White milky 

mushroom 

Colocybe indica 

8. Brown cap /giant 

mushroom 

Stropharia rugso annulata 

9. Shiitake mushroom Lentinus edodes 

10. Bear head Mushroom Hericium erinaceus 

11. Wood ear Mushroom 

 

Auricularia aurcula 

12. Silver ear mushroom Tremella fuciformis 

13. Ling zhi Ganoderma lucidum 

14. Enoki  Flammulina velutips 

 

Nutrional aspects: 

Nutrition Amount of Nutrients in 1 

cup of Mushrooms 

Energy(calorie) 21.1 

Protein(g)  3.0 

Calcium (g) 2.9 

Carbohydrates (g)  3.1,including 1.9gm of sugar. 

Iron(g)   0.5 

Magnesium (g)  8.6 

Phosphorus (mg) 82.6 

Potassium (mg)  305 

Sodium (mg) 4.8 

Zinc(mg)  0.5 
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Copper(mcg) 305 

Selenium (mcg) 8.9 

Vitamin C (mg)  2.0 

Vitamin D (mg)  0.2 

Folate(mcg DFE)  16.3 

Choline(mg)  16.6 

Niacin (mg) 3.5 

Carbohydrate: 
Mushrooms contain mannitol (0.95%), reducing sugar (0.28%), glycogen (0.59%), and hemi-cellulose(0.91) % 

as well as pentose, hexose, methyl pentose, sugar alcohol, sugar acids, Ami no sugar, disaccharides, etc. as 

carbohydrate content[14]. The carbohydrate content is varied in different types of mushrooms. There is no 

starch content in mushrooms, so it is an important food component for diabetic patient. Mushrooms uptake 

helps to reduce daily insulin requirements in the patient’s body and also stabilized the glucose level of blood 

in the body [15]. 

Protein: 
Protein is an important component for human health and proper growth. Mushrooms are the best protein 

source rather than others vegetables. Usually mushroom contains 20-40% protein on dry basis [16]. 

Volvariella volvacea contain 4.98% protein which is the most protein containing mushrooms species 

comparison with others. On the basis of dry weight, they usually contain 19.3%, wheat 13.2%, soybean 

39.1%, and milk 25.2% as compared to 19-35% protein. [17]. 

Fat: 
Mushrooms contain very low fat as compared to carbohydrates and proteins. The fat remain in the 

mushrooms are subordinatesbyunsaturated fatty acids, mainly linoleic acids [18]. Unsaturated fatty acids are 

essential for our diet, but saturated fatty acids present in animal’s fats are dangerous to human health. The fat 

contain of mushrooms is representative of free fatty acids, mono-glycerides, di-glycerides, tri-glycerides, 

sterols, sterol esters and phospholipids, and about 72% of total unsaturated fatty acids are found in 

mushrooms [19]. Shiitake mushrooms contain 76% of fat, is the most unsaturated fatty acids containing 

mushrooms species. Due to high percentage of linoleic acids, mushrooms are very significant foods.  

Vitamin: 
Mushrooms are a good source of several essential vitamins like thiamine, riboflavin, niacin, biotin, and 

vitamin-C [20]. Mushrooms are one of the best sources of vitamin B, but poor in vitamin A, D and E [21].  

Folic acid and vitamin B12 are present in mushrooms but absent in Vegetative foods [22]. 

Minerals: Mushrooms contain very essential minerals constituents like calcium, potassium, phosphorus, 

sodium etc. 

Values in Medicinal sites: 
From the earlier, fungi have been used for numerous health benefits. Contain biochemical compounds that 

present in fungi are beneficial for human health. Large numbers of edible mushrooms species have been 

shown to have some immune modulator, therapeutic and antineoplastic properties, as well as in prevention 

and treatment of diseases for health. Many types of edible mushrooms contain vitamin B that is a very 

powerful antioxidant, which is called selenium that improve preventive measures and prevent cells and tissue 

damage. Although, we also know that different types of specific biochemical compounds which are 

polysaccharides, tri-terpenoids, glycol-protein, alkaloids, phenolics, flavonoids, carotenoids, fats, tocopherols, 
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volatile, lectins, enzymes, minerals, ascorbic and organic acid and immuno modulating compounds which are 

responsible for improving human health in different way. The edible mushroom is a good effective substance 

for human health such as antifungal, antiviral, antibacterial, antiinflammatory, antitumor, hepatoprotective, 

hypotensive, antidiabetic, hypolipedmic etc. application. In the pharmaceutical significant properties of 

edible mushrooms are regulations of bryophyllum, maintences of homeostasis, improvement of life 

threatening diseases – cancer, heart diseases, cerebral stroke and cure or prevention of different types of 

diseases.We also well know about a numbers of edible mushroom species are use same medicinal purpose 

such as, Amanita muscaria used therapeutically as a powder, Amanita phalloids used against cholera and 

intermittent fever, Psllocybe mexicana  used to treatment of mental disorders etc. Now a day, we also know 

that P. citrinopileatus fruiting body extracts examine anti-thyperlipidamic effects and some microorganism 

tested some mushroom extracts such as P. cornucopia is the most effective antigenatoxic and bio-

antimutagenic activities on Salmonella typhimurium and Escherichia coli etc. Recently responded those 

Oyster mushrooms are highly nutritious for us and used to antioxidant, antifamatory, and antitumor 

activities.So, we also well know that increasing recognition of edible mushroom species are completely 

fighting for different types of diseases. Medicinal values of the important mushroom are given below. 

Medicinal values of some important mushroom: 

Mushrooms Compounds Medicinal Properties 

Ganoderma lueidum   Ganoderic acid 1. Augmentsimmune system 

2. Liver protection 

 Beta glycan  1. Antibiotic properties 

2. Inhibits cholesterol synthesis 

Lentinula edodes Eritadenine Low cholesterol 

A. bioporous Lectins Enhance insulin secretion 

P. sahar caju Lavostatin Lower cholesterol 

G. frondosa Acidic polysaccharides Decrease blood glucose 

 Lectins  Decrease blood glucose 

Flammulina velutipes   Ergothioneine Antioxidant 

 Proflamin Anti-cancer activity 

Trametes versicolor 

 

Polysaccharide-K (kresin) 1. Decrease immune system 

2. Depression 

Cordyceps sinen  Cardycepin 1. Cure lung infections 

2. Hypoglycemic activity 

3. Cellular health properties 
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1. Good for Heart:  

The edible mushrooms have little fat with high proportion of unsaturated fatty acids, cholesterol free, 

moderate amounts of fiber, and consequently it is the relevant choice for heart patients and treating 

cardiovascular diseases. Minimal sodium with rich potassium in mushroom enhances salt balance and 

maintaining blood circulation in human being. Hence, mushrooms are suitable for people suffering 

from high blood pressure. Some edible mushrooms are stern to decrease cholesterol levels such as 

Lentinula, Pleurotus sp. etc., that prevents heart attack. Otherwise some edible mushrooms contains 

nutrients that can help to prevent cells from sticking to blood vessel wells and forming plaque build-up 

then helps to protect the heart by maintaining healthy blood presser and circulation. 

2. Prevents cancer: 

Compounds restricting tumor activity are found in some mushrooms, but only a limited number have 

undergone clinical trials. All forms of edible mushrooms and white button mushrooms in particular, 

can prevent prostate and breast cancer by protecting our cells against DNA damage but also inhibiting 

tumor formation. The drug known as polysaccharide- K (kresin) is isolated from Trametes versicolor, 

which is used as a leading cancer drug. Some edible mushrooms like Lentinula edodes, Tramtes 

versicolor and Agaricus bisporus used to clinically validate and some mushrooms are also useful in 

the treatment and management of neurodegenerative disease such as Alzheimer. 

3. Low caloric food: 

Due to lower caloric values of mushroom, mushroom is ideal food for diabetic patients. It also 

contains little fat and sugar with no starch. The lean proteins that present in mushroom can burn 

cholesterol. So, it is an recommendable food for peoples with heavy weight. 

4. Anti- aging property: 

Mushroom contains several polysaccharides that can scavenge superoxide free radicals. It can slow 

down the aging process by its anti-aging properties. Ergothioneine is a specific antioxidant found in 

Flamulina velutipes and Agaricus bisporus that are good for eyes, kidneys, bone marrow, liver and 

skin. 

5. Regulates digestive system: 

In addition to the fiber extracted from mushrooms, oligosaccharides act as pre-biological in the gut 

and so they anchor useful bacteria in the colon. This dietary fiber helps in the digestive process and the 

healthy functioning of the intestinal system.  

Value in Agricultural sites: 
Mushrooms have different prices in agriculture.  There is huge potential for food application in mushroom 

by-products.  However, there is a lack of proper studies about the polysaccharides obtained from edible 

mushrooms.  Maybe some researches have been done on use of mushroom by-products as animal feed.  In 

the animal sector, the main by-products used for feeding are in solid fermentation feed. According to the 

available studies, the by-products of mushrooms complement the benefits of animal feed supply related to 

animal quality, economic realities and environmental concerns. Waste from mushroom production is 

considered to have different advantages, the same production facility is used for lower collection cost and it 

contains many inorganic pets, p. Contains K, MG and C and can be used as ash fertilizer from biomass waste. 

Also, the other use in agriculture is bioremediation, biological treatments, and energy production, bio-based 

material etc. 

 

Conclusion: 
Mushrooms have been associated with mankind and profound biochemicals.  Since ancient times, people 

have probably swallowed wild mushrooms with delicious for their taste and pleasant aroma. The above 

review of polish and foreign literature shows that in the global market and currently play a significant 
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economic role. Recently, the consumption of mushroom increases with high rates, edible mushroom 

containing proteins are greater than animal protein. Edible mushrooms are rich in fiber, Vit-B, Vit-C, low fat 

with higher proportion of polyunsaturated fatty acid. Mushroom contain large amount of carbohydrates 

(4.5%) with no starch. Mushroom by-products are also use in various fields. Several bioactive compounds 

present in mushroom by-product have agricultural benefits.  There is a good demand of mushroom by-

product in agricultural site.  So, mushroom cultivation should increase industrial application, SMS i.e. spent 

mushroom substrate can be used as animal feed, fertilizer after processing in industry. For example, in the 

case of enzymes most studies are focused on SMS and fermentation broths are not well studied for the 

extraction and properties of these compounds. Animal feed, fertilizers, consequent development, 

biochemicals and bio-based materials as well as energy production are areas that have been explored in the 

past years with promising and highly attractive results.  Bio-based substances form an emerging field, which 

indicates the huge potential of SMS and mycelium in the development of novel bio-substances with SP space 

with sustainable practice and very attractive properties.  Notification of articulated error fills the concept of 

economy. 
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A B S T R A C T   

Urbanization is necessary for the worldwide rapidly growing population to achieve a better living standard. 
Change of land surface feature is the key consequence of urbanization and it promotes a rise of land surface 
temperature (LST). The present article analyzes the seasonal variability of LST-normalized difference built-up 
index (NDBI) relationship on various land surface in Raipur City of India by collecting sixty-four Landsat im-
ages of four specific seasons from 1991–92, 1995–96, 1999–00, 2004–05, 2009–10, 2014–15, and 2018–19. Land 
surface composition and seasonal difference noticeably affect the LST distribution and LST-NDBI correlation. The 
LST always builds positive correlation with NDBI. The post-monsoon season indicates the strongest (0.72) LST- 
NDBI correlation, followed by the monsoon (0.69), pre-monsoon (0.67), and winter (0.57). The LST-NDBI cor-
relation is strong on green vegetation; strong to moderate on built-up and open land; and moderate on water 
bodies. This research work recommends that the environmentalists and urban planners should consider the 
remaining open spaces for a better ecological condition.   

1. Introduction 

In modern era, fast urbanization fosters the land conversion pro-
cesses and rapid rise of surface temperature in a very short duration (Du 
et al., 2016; Guha et al., 2020a; Liu et al., 2018). Satellite image can 
detect these land surface changes successfully by using their thermal 
infrared (TIR), visible and near-infrared (VNIR), and shortwave infrared 
(SWIR) bands (Guha, 2016; Guha et al., 2018a, 2018b; 2018c; Alex-
ander, 2020). These VNIR, SWIR, and TIR band based several spectral 
indices are frequently used in various environmental domains (Govil 
et al., 2020a, 2020b; Guha et al., 2017; He et al., 2019; Guha and Govil, 
2019, 2020). Different types of land use/land cover (LULC) in hetero-
geneous urban area response differently in TIR band of satellite data 
(Shigeto, 1994; Ferelli et al., 2018; Fatemi and Narangifard, 2019; Guha 
et al., 2020b, c; Nimish et al., 2020; Sultan and Satyanarayana, 2020). 

TIR region of electromagnetic spectrum has a huge potential in 
determining the characteristics of land surface dynamics in any natural 
environment along with the VNIR and SWIR regions (Alexander, 2020). 
Land surface temperature (LST) plays a major role to analyze the 
biogeochemical processes acted over the earth surface cover (Govil 
et al., 2019; Guha et al., 2019, 2020d, e; Hao et al., 2016). Spatial 

variation of LST is mainly due to the variation of the reflectance and 
roughness of land surface (Grimm et al., 2008). Generally, green vege-
tation and water bodies present low LST, whereas built-up area, bare 
rock surface or dry soil reflects high LST (Guha et al., 2020a, b, d, e; Li 
et al., 2017). Thus, LST related studies are very important in urban and 
land use planning (Li et al., 2017). Normalized difference built-up index 
(NDBI) is an important spectral index that significantly correlates to LST 
(Guha et al., 2018a). Generally, the nature of LST-NDBI relationship in a 
region is positive and is controlled by several factors, such as humidity, 
vegetation, air pollution, rock surface, dry or wet soil, heterogeneous 
man-made materials, etc. (Guha et al., 2019, 2020b). 

Several recent studies evaluate LST-NDBI correlation on different 
types of LULC in tropical environment (Guha et al., 2018a; Alexander, 
2020; Balew and Korme, 2020; Son et al., 2020). However, the seasonal 
analysis of the LST-NDBI relationship in tropical India is rare. The 
strength of LST-NDBI correlation changes due to the seasonal changes of 
climatic components. Change in season and LULC types regulate the 
value of NDBI. Thus, a long-term analysis of LST-NDBI relationship in 
different seasons is very significant for the development of any kind of 
environmental planning in an urban landscape as it provides a long 
reliable nature of information. The present study conducts on Raipur in 
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tropical India, as the city avoids the direct effect of humid maritime 
climate due to its landlocked position. The study examines the nature 
and trend of the LST-NDBI relationship on different types of LULC and 
their seasonal variation. The study will be effective for future city to 
make the city more sustainable. 

2. Study area and data 

Fig. 1 shows the research place (Raipur City of India) of the present 
research work. Fig. 1(a) presents the outline map of India where 
Chhattisgarh State is located in the middle part (Source: Survey of India 
(SOI)). Fig. 1(b) presents the outline map of Chhattisgarh State with 
districts (Source: SOI). Fig. 1(c) represents the false colour composite 
(FCC) image of Raipur City from recent Landsat 8 data (Date: November 
7, 2018) where blue, green, and red bands of the image are filtered by 
the green, red, and infrared bands, respectively (Source: United States 
Geological Survey (USGS)). Fig. 1(d) indicates the digital elevation 
model (DEM) (Date: October 11, 2011) of Raipur City using Advanced 
Spaceborne Thermal Emission and Reflection Radiometer (ASTER) DEM 
data (Source: USGS). The city extends from 21◦11′22′′N to 21◦20′02′′N 
and from 81◦32′20′′E to 81◦41′50′′E. The total area of the city is 
approximately 164.23 km2. The only big river of the area is Mahanadi. 
The south of the city is covered by dense forests. Geologically, the city is 
very stable. According to India Meteorological Department (IMD), Rai-
pur is under the savannah type of climate. Table 1 presents the climatic 
data of Raipur from 1981 to 2012 (Source: IMD). May is the hottest 
month followed by April, June, and March. July is the rainiest month 
followed by August, June, and September. October and November are 
the post-monsoon months experience a pleasant weather condition. 
December (the coldest month), January, and February are the winter 
months. The pre-monsoon and winter months (including November) 

remain dry compared to the monsoon and post-monsoon months. 
USGS Data Centre provides the Thematic Mapper (TM), Enhanced 

Thematic Mapper Plus (ETM+), and Operational Land Imager/Thermal 
Infrared Sensor (OLI/TIRS) sensors of Landsat data for this study. 
Table 2 provides the detailed information about the used Landsat sat-
ellite sensors. The pixel size of the VNIR and SWIR bands of TM, ETM+, 
and OLI/TIRS data is 30 m. The original pixel sizes of the TIR bands of 
different Landsat sensors vary with each other (120 m for TM, 60 m for 
ETM+, and 100 m for OLI/TIRS data) and lower than the VNIR and 
SWIR bands. The USGS data centre provides these Landsat datasets after 
resampling the original TIR bands with lower resolution to a common 
platform of higher resolution (30 m) for direct comparative study. The 
resolution of all the VNIR, SWIR, and TIR bands must be equal for any 
kind of numerical operation. 

Table 2 provides the specification of the sixty-three selected Landsat 
datasets of different sensors (TM, ETM+, and OLI/TIRS) from different 
seasons used in the present study. 

3. Methodology 

3.1. LST estimation from Landsat sensor 

The present study applied mono-window algorithm for LST estima-
tion process (Qin et al., 2001). Several separate equations (Yang and 
Que, 1996; Carlson and Replay, 1997) are part of this algorithm. 

3.2. Extraction of different types of LULC by using NDBI 

NDBI (Zha et al., 2003) is an automatic choice as a spectral index to 
perform a reliable and authentic LST-built-up area relationship in a city. 
It always provides a strong to moderate positive correlation (Zha et al., 

Fig. 1. Location of Raipur City: (a) India (b) Chhattisgarh (c) FCC image of Raipur City (d) DEM of Raipur City.  

Table 1 
Climate data for Raipur City (1981–2012) (Source: IMD).  

Weather Elements January February March April May June July August September October November December 

Maximum Temp (oC) 31.5 34.8 39.8 43.2 45.2 44.4 36.1 33.7 34.4 37.7 32.5 30.8 
Minimum Temp (oC) 8.6 11.3 15.7 19.7 22.2 21.6 21.2 21.7 21.3 16.8 11.6 8.9 
Mean Temp (oC) 20.7 23.4 28.9 32.3 34.7 31.7 27.8 27.2 27.8 27.6 23.1 20.3 
Mean Monthly Rainfall (mm) 13.7 13.4 11.9 8.9 30.3 221.1 326.9 299.9 200.5 50.4 9.8 6.6 
Average Relative Humidity (%) 47 35 28 22 27 52 76 79 73 59 51 49  
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Table 2 
Specification of Landsat data sets from 1991–92 to 2018-19.  

Landsat scene ID Date of 
acquisition 

Time (UTC) Path/ 
Row 

Sun elevation 
(o) 

Sun azimuth 
(o) 

Cloud cover 
(%) 

Earth-Sun distance (astronomical 
unit) 

1991–1992 
LT51420451991077ISP00 18-Mar-91 04:17:34 142/044 48.58 118.92 0.00 0.99 
LT51420451991093ISP00 03-Apr-91 04:17:46 142/044 53.04 111.64 0.00 0.99 
LT51420451991141ISP00 21-May-91 04:18:39 142/044 59.93 87.09 1.00 1.01 
LT51420451991269ISP01 26-Sep-91 04:20:03 142/044 52.47 123.30 13.00 1.00 
LT51420451991285BKT02 12-Oct-91 04:20:12 142/044 42.22 131.85 6.00 0.99 
LT51420451991317ISP00 13-Nov-91 04:20:19 142/044 41.53 142.35 1.00 0.99 
LT51420451992016ISP00 16-Jan-92 04:20:22 142/044 35.26 139.03 3.00 0.98 
LT51420451992032BKT01 01-Feb-92 04:20:27 142/044 37.41 135.03 0.00 0.98 
LT51420451992048ISP00 17-Feb-92 04:20:15 142/044 40.89 130.26 4.00 0.98 
1995–1996 
LT51420451995104ISP01 14-Apr-95 04:05:06 142/044 52.75 103.75 0.00 1.00 
LT51420451995344BKT00 10-Dec-95 03:56:47 142/044 33.01 139.15 0.00 0.98 
LT51420451996027ISP00 27-Jan-96 04:00:14 142/044 33.31 132.27 0.00 0.88 
LT51420451996267ISP00 23-Sep-96 04:14:16 142/044 51.81 120.64 2.00 1.00 
LT51420451996283ISP00 09-Oct-96 04:15:07 142/044 48.92 129.53 0.00 0.99 
LT51420451996299ISP00 25-Oct-96 04:15:55 142/044 45.37 136.48 5.00 0.99 
LT51420451996315ISP00 10-Nov-96 04:16:41 142/044 41.61 141.11 7.00 0.99 
1999–2000 
LE71420451999315SGS00 11-Nov-99 04:49:00 142/044 45.72 149.96 0.00 0.99 
LE71420452000030SGS00 30-Jan-00 04:48:55 142/044 41.46 142.31 0.00 0.98 
LE71420452000094SGS00 03-Apr-00 04:48:35 142/044 59.72 118.62 0.00 1.00 
LE71420452000126SGS00 05-May-00 04:48:20 142/044 65.97 98.50 0.00 1.00 
LE71420452000270SGS00 26-Sep-00 04:46:33 142/044 57.21 131.59 6.00 1.00 
LE71420452000350SGS00 15-Dec-00 04:46:31 142/044 38.94 150.22 0.00 0.98 
2004–2005 
LT51420452004081BKT00 21-Mar-04 04:35:14 142/044 53.26 121.40 0.00 0.99 
LT51420452004113BKT00 22-Apr-04 04:36:01 142/044 61.43 104.47 1.00 1.00 
LT51420452004145BKT00 24-May-04 04:36:54 142/044 64.25 86.72 0.00 1.00 
LT51420452004161BKT00 09-Jun-04 04:37:23 142/044 63.98 81.78 9.00 1.01 
LT51420452004273BKT00 29-Sep-04 04:40:16 142/044 55.47 131.40 9.00 1.00 
LT51420452004289BKT00 15-Oct-04 04:40:36 142/044 51.63 139.65 4.00 0.99 
LT51420452004321BKT00 16-Nov-04 04:41:11 142/044 43.41 148.58 0.00 0.98 
LT51420452004337BKT00 02-Dec-04 04:41:33 142/044 40.14 149.58 0.00 0.98 
LT51420452004353BKT00 18-Dec-04 04:41:52 142/044 38.12 148.74 0.00 0.98 
LT51420452005019BKT00 19-Jan-05 04:42:17 142/044 38.92 143.21 0.00 0.98 
LT51420452005035BKT00 04-Feb-05 04:42:29 142/044 41.74 139.16 0.00 0.98 
2009–2010 
LT51420452009062KHC01 03-Mar-09 04:42:22 142/044 49.04 130.64 0.00 0.99 
LT51420452009078KHC00 19-Mar-09 04:42:44 142/044 54.10 124.40 2.00 0.99 
LT51420452009094BKT00 04-Apr-09 04:43:05 142/044 58.86 116.70 0.00 1.00 
LT51420452009110BKT00 20-Apr-09 04:43:24 142/044 62.67 107.39 0.00 1.00 
LT51420452009126BKT00 06-May-09 04:43:42 142/044 65.03 97.25 0.00 1.00 
LT51420452009142KHC00 22-May-09 04:44:00 142/044 65.88 88.22 1.00 1.00 
LT51420452009174KHC00 23-Jun-09 04:44:35 142/044 64.96 80.76 0.00 1.00 
LT51420452009286KHC00 13-Oct-09 04:46:12 142/044 53.04 140.48 0.00 0.99 
LT51420452009302BKT00 29-Oct-09 04:46:20 142/044 48.72 146.41 0.00 0.99 
LT51420452009350KHC00 16-Dec-09 04:46:44 142/044 38.90 150.21 1.00 0.99 
LT51420452010033KHC00 02-Feb-10 04:46:59 142/044 41.92 140.89 0.00 0.98 
LT51420452010049KHC00 18-Feb-10 04:47:02 142/044 45.89 136.27 7.00 0.98 
2014–2015 
LC81420452014076LGN01 17-Mar-14 04:56:36 142/044 55.95 129.38 0.00 0.99 
LC81420452014092LGN01 02-Apr-14 04:56:19 142/044 60.91 121.72 0.00 0.99 
LC81420452014140LGN01 20-May-14 04:55:38 142/044 68.56 90.40 5.46 1.01 
LC81420452014156LGN01 05-Jun-14 04:55:45 142/044 68.38 83.30 0.02 1.01 
LC81420452014316LGN01 12-Nov-14 04:56:21 142/044 46.22 152.46 7.59 0.98 
LC81420452014364LGN01 30-Dec-14 04:56:09 142/044 39.34 150.83 0.41 0.98 
LC81420452015015LGN01 15-Jan-15 04:56:09 142/044 40.22 147.71 0.01 0.98 
LC81420452015031LGN01 31-Jan-15 04:56:04 142/044 42.76 143.86 0.01 0.98 
LC81420452015047LGN01 16-Feb-15 04:55:55 142/044 46.67 139.41 0.01 0.98 
2018–2019 
LC81420452018071LGN00 12-Mar-18 04:55:43 142/044 54.19 131.16 2.10 0.99 
LC81420452018087LGN00 28-Mar-18 04:55:36 142/044 59.29 124.07 0.01 0.99 
LC81420452018135LGN00 15-May-18 04:55:08 142/044 68.27 93.32 0.30 1.01 
LC81420452018167LGN00 16-Jun-18 04:55:01 142/044 67.74 81.10 2.31 1.01 
LC81420452018279LGN00 06-Oct-18 04:55:53 142/044 56.39 140.40 0.06 0.99 
LC81420452018295LGN00 22-Oct-18 04:55:59 142/044 51.96 147.33 0.02 0.99 
LC81420452018311LGN00 07-Nov-18 04:56:03 142/044 47.49 151.56 0.22 0.99 
LC81420452018359LGN00 25-Dec-18 04:55:59 142/044 39.40 151.57 0.01 0.98 
LC81420452019042LGN00 11-Feb-19 04:55:52 142/044 45.33 140.84 0.00 0.98 
LC81420452019058LGN00 27-Feb-19 04:55:48 142/044 49.94 135.93 4.27 0.99  
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2003) in any season. Built-up area is the most important land surface 
feature for an urban environment and it controls the LST a lot. Apart 
from this, the nature of the same built-up area cannot change largely 
with time or season. Moreover, the spatial expansion of built-up area is a 
very common event in any type of global, regional or local city. Thus, the 
significance of NDBI is gradually increasing in the LST related studies 
conducted in an urban environment (Chen et al., 2006). The SWIR1 and 
NIR bands of Landsat sensor determine NDBI (Table 3). The two ex-
tremes of NDBI values are − 1 and + 1. The built-up area increases with 
the increase of the positive NDBI. NDBI value ranges between 0.1 and 
0.3 shows the built-up area, whereas NDBI >0.25 shows the bare lands 
(Table 3). NDBI is also used to extract other LULC types, e.g., vegetation 
(NDBI < 0), and water bodies (0 < NDBI < 0.1) (Table 3). The 
post-monsoon images are suitable for the generation of LULC maps due 
to less pollution. The previously mentioned threshold limits of NDBI 
(Guha et al., 2017) generate different types of LULC and the maximum 
likelihood classification validates the results. The average overall ac-
curacy for all the images is 92.14%, whereas the value of kappa statistic 
is 0.87. 

4. Results and discussion 

4.1. Extraction of LULC types using NDBI 

Table 4 represents the total area under different LULC categories. 
Water area is the most stable LULC type in the study area. Green area 
decreases in a very significant amount (76.80 km2) from 1991–92 to 
2018–19, whereas the settlement and open area increases at a very high 
rate (78.37 km2 in 27 years) due to rapid land conversion. 

From Fig. 2 (LULC maps) it is clear that the northwest portion of the 
city was urbanized rapidly from 1991–92 to 2004–05, and after 
2004–05, the green areas drastically reduced due to conversion into 
built-up area. Only the eastern and the southwestern parts have some 
urban vegetation. 

4.2. LST and NDBI: seasonal distribution 

Table 5 shows the seasonal distribution of LST. The winter months 
indicate the lowest mean LST values for all the years, whereas the pre- 
monsoon months show the highest mean LST. The post-monsoon 
months have the mean LST value nearer to the winter, while monsoon 
months have a slightly high value of mean LST than the post-monsoon 
months. 

The pre-monsoon months (Fig. 3) have the maximum LST followed 
by monsoon (Fig. 4), post-monsoon (Fig. 5), and winter (Fig. 6) months. 
The northwest and southeast sections reflect a low percentage of urban 
vegetation and high LST value (Fig. 2). The vegetation (decreased) and 
built-up land (increased) changes significantly with time. The correla-
tion coefficient values of the linear correlation between the LST-NDBI 
relationships are positive (for any year or season). The post-monsoon 
season has the strongest mean correlation coefficient value (0.72), fol-
lowed by the monsoon (0.69), pre-monsoon (0.67), and winter (0.57) 
season. 

It is seen from Fig. 3 that in 2018–19, more than 90% of the area in 

Table 3 
Description of NDBI and its threshold values used for extracting the various types of LULC.  

Acronym Description Formulation References Threshold limits of NDBI for extracting different LULC types 

Vegetation Water bodies Built-up area and bare land 

NDBI Normalized difference built-up index SWIR1 − NIR
SWIR1 + NIR  

Zha et al. (2003) <0 0–0.1 >0.1  

Table 4 
Total area (km2) under different types of LULC.  

Year Green area Urban settlement and open area Water area 

1991–92 140.38 21.16 2.69 
1995–96 130.23 31.72 2.29 
1999–00 117.74 44.59 1.89 
2004–05 112.41 49.68 2.14 
2009–10 90.69 71.59 1.95 
2014–15 81.63 81.28 1.32 
2018–19 63.58 99.53 1.12  

Fig. 2. NDVI threshold-based LULC maps: (a) 1991–92 (b) 1995–96 (c) 1999–00 (d) 2004–05 (e) 2009–10 (f) 2014–15 (g) 2018-19.  
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the pre-monsoon season was above 30 ◦C LST. A different result was seen 
in the winter season, where area above 40 ◦C LST was almost none. In 
1991–92 an 1995–96, almost 90% of the area was below 25 ◦C LST in the 
winter season (Fig. 6). Monsoon (Fig. 4) and post-monsoon (Fig. 5) 
seasons indicate a moderate range of LST. 

Fig. 7 shows the seasonal variation of minimum, maximum, and 
mean LST for individual years and their average values. Pre-monsoon 
season clearly indicates the highest LST. The overall trend of LST is 
increasing. However, from 2009–10, the trend of LST in pre-monsoon 

season is slightly inverse. It is mainly due to some atmospheric insta-
bility. Table 6 presents the temporal and seasonal change in mean LST 
for the whole city. In terms of total gain in mean LST, monsoon months 
reflect the best result. 

4.3. Validation of the estimated LST 

In the present study, Moderate Resolution Imaging Spectroradi-
ometer (MODIS) data derived LST validates the Landsat data derived 

Table 5 
Temporal and seasonal variation of LST values, and correlation coefficient of LST-NDBI relationship.  

Season Year of acquisition LST (oC) Correlation coefficients for LST-NDBI relationship 

Min. Max. Mean Std. 

Pre-monsoon 1991–92 24.25 35.22 31.54 1.30 0.64 
1995–96 24.54 41.07 34.64 1.89 0.76 
1999–00 26.36 41.57 36.38 1.89 0.81 
2004–05 27.37 43.32 38.01 2.05 0.72 
2009–10 25.39 41.84 36.67 2.25 0.64 
2014–15 26.97 39.68 34.40 1.65 0.67 
2018–19 25.50 38.70 33.14 1.68 0.58 
Average 27.98 44.21 37.88 1.94 0.71 

Monsoon 1991–92 22.38 30.83 25.74 1.41 0.83 
1995–96 19.28 30.01 24.09 1.33 0.74 
1999–00 17.62 31.23 24.18 1.34 0.82 
2004–05 22.16 29.97 26.11 0.96 0.66 
2009–10 21.94 38.38 33.06 2.40 0.54 
2014–15 26.43 36.63 31.70 1.16 0.43 
2018–19 25.49 34.98 31.08 1.13 0.69 
Average 24.61 36.64 30.94 1.52 0.76 

Post-monsoon 1991–92 20.17 29.38 24.32 1.65 0.82 
1995–96 19.85 28.20 23.70 1.30 0.81 
1999–00 24.36 36.38 29.17 1.91 0.79 
2004–05 23.46 34.46 28.01 1.58 0.69 
2009–10 22.59 34.45 27.51 1.54 0.72 
2014–15 19.44 28.31 23.47 1.12 0.54 
2018–19 24.31 34.09 28.08 1.30 0.71 
Average 23.62 35.15 28.56 1.53 0.79 

Winter 1991–92 18.37 28.33 23.29 1.15 0.70 
1995–96 18.38 25.61 21.79 0.98 0.59 
1999–00 19.74 34.30 26.54 1.71 0.66 
2004–05 19.27 29.27 24.07 1.15 0.56 
2009–10 18.82 27.79 23.31 1.15 0.55 
2014–15 19.95 30.62 25.13 1.35 0.52 
2018–19 20.33 30.14 24.37 1.18 0.44 
Average 21.28 33.14 26.67 1.33 0.57  

Fig. 3. Mean LST in pre-monsoon season: (a) 1991–92 (b) 1995–96 (c) 1999–00 (d) 2004–05 (e) 2009–10 (f) 2014–15 (g) 2018-19.  
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LST. This validation process was performed from 2004-05 session due to 
the unavailability of suitable MODIS data sets in 1999–00 session or 
earlier period. The passing time of MODIS and Landsat sensor is different 
for a specific region. The MODIS-LST and Landsat-LST correlation is 
mainly area based rather than pixel based. As the MOD11A1 data 
derived LST (1000 m resolution) is much lower than the spatial reso-
lution of Landsat data derived LST (100 m resolution), the area based 
validation of the result was performed instead of pixel based validation. 
This correlation has been performed on the basis of sample study. 
Pearson’s linear correlation method was applied in the study. A signif-
icant correlation coefficient values for all season is noticed after using 
the one-tail Student’s t-test (Table 7). 

4.4. Seasonal variation on LST-NDBI relationship 

Fig. 8(a–d) shows the seasonal variation of LST-NDBI relationships 
on different LULC types. Here, three types of LULC are considered, i.e., 
(1) vegetation, (2) water bodies, and (3) built-up and open area. On 

vegetation, the correlation is strongly positive for any season. NDBI is a 
built-up index that extracts built-up area invariably. Thus, the LST-NDBI 
relationship is strongly positive on the built-up area. On water bodies, 
the relationship is moderate positive. The pre-monsoon season (Fig. 8 
(a)) produces a strong positive LST-NDBI correlation on the settlement 
area and a moderate positive relationship on vegetation and water 
bodies. In the monsoon season, the relationship is strong to moderate 
positive on built-up and green area, and moderate positive on water 
bodies (Fig. 8 (b)). The post-monsoon season has a stable and strong 
positive correlation (correlation coefficient > 0.50) for any LULC cate-
gories throughout the period (Fig. 8 (c)). The strongest correlation 
builds on green vegetation. In winter, the relationship is moderate 
positive (Fig. 8 (d)). Green vegetation shows the best LST-NDBI corre-
lation, followed by water bodies. Bare lands reflect the least correlation 
in the winter season because at that time dry soil and exposed rock 
surface get cooler than vegetation and water bodies. 

Fig. 9 represents a generalized view of the overall seasonal variation 
of LST-NDBI relationships. The relationship is positive and very stable. 

Fig. 4. Mean LST in monsoon season: (a) 1991–92 (b) 1995–96 (c) 1999–00 (d) 2004–05 (e) 2009–10 (f) 2014–15 (g) 2018-19.  

Fig. 5. Mean LST in post-monsoon season: (a) 1991–92 (b) 1995–96 (c) 1999–00 (d) 2004–05 (e) 2009–10 (f) 2014–15 (g) 2018-19.  
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Fig. 6. Mean LST in winter season: (a) 1991–92 (b) 1995–96 (c) 1999–00 (d) 2004–05 (e) 2009–10 (f) 2014–15 (g) 2018-19.  

Fig. 7. Seasonal variation of LST (oC): (a) minimum LST for individual years (b) maximum LST for individual years (c) mean LST for individual years (d) average of 
minimum, maximum, and mean LST for total period of study. 

Table 6 
Temporal and seasonal change in mean LST (oC) for the whole study area.  

Season 1991-92 to 1995- 
96 

1995-96 to 1999- 
00 

1999-00 to 2004- 
05 

2004-05 to 2009- 
10 

2009-10 to 2014- 
15 

2014-15 to 2018- 
19 

1991-92 to 2018- 
19 

Average 

Pre-monsoon 2.90 1.74 1.63 − 1.34 − 2.27 − 1.26 1.60 0.49 
Monsoon − 1.65 0.09 1.93 6.95 − 1.36 − 0.62 5.34 1.53 
Post- 

monsoon 
− 0.62 5.47 − 1.16 − 0.50 1.34 − 4.04 4.76 0.75 

Winter − 1.50 4.75 − 2.47 − 0.76 1.82 − 0.76 1.08 0.31 
Sum − 0.87 12.05 − 0.07 4.35 − 0.47 − 6.68 12.78  
Average − 0.22 3.01 − 0.02 1.09 − 0.12 − 1.67 3.19   
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The post-monsoon reveals the best correlation among all the four sea-
sons. Dry atmosphere (winter season) reduces the strength of correla-
tion, while the wet seasons (post-monsoon and monsoon) enhance the 
strength of the LST-NDBI correlation. Moreover, the strength of LST- 

NDBI correlation reduces with time (highest in 1991–92 and lowest in 
2018–19). 

The present study indicates a very strong and stable LST-NDBI cor-
relation for the last 28 years. The result is reliable and significant 
compared to the other similar studies. A strong positive LST-NDBI cor-
relation was found in Fuzhou City, China using Landsat data (Zhang 
et al., 2009). Balew and Korme (2020) found a positive correlation in 
Bahir Dar City, Ethiopia, where LST was decreased in the later period. A 
moderate to high positive correlation (up to 0.6) between LST and NDBI 
was observed in Melbourne City, Australia (Jamei et al., 2019). The 
LST-NDBI correlation was also strong positive (R2 > 0.72) in San Sal-
vador City of El Salvador (Son et al., 2020). Chen and Zhang (2017) 
showed the strong positive nature of the correlation coefficient of the 
LST-NDBI relationship in a study performed in Kunming, China. Rosa 
dos Santos et al. presented a strong positive LST-NDBI correlation. Chen 
et al. (2013) established a LST-NDBI correlation in Wuhan City, China 
for spring (0.639), summer (0.717), autumn (0.807), and winter (0.762) 
which is very much similar to the result found in the current research. 

5. Conclusion 

The current study analyzes the temporal and seasonal relationship of 
LST and NDBI in Raipur City, India using sixty-four Landsat data sets 

Table 7 
Correlation coefficients (0.05 significance level) between Landsat-LST and 
MODIS-LST.  

Season Year of acquisition Correlation coefficients 
Pre-monsoon 2004–05 0.75 

2009–10 0.74 
2014–15 0.66 
2018–19 0.65 

Monsoon 2004–05 0.77 
2009–10 0.71 
2014–15 0.69 
2018–19 0.72 

Post-monsoon 2004–05 0.81 
2009–10 0.79 
2014–15 0.71 
2018–19 0.80 

Winter 2004–05 0.62 
2009–10 0.65 
2014–15 0.62 
2018–19 0.68  

Fig. 8. Seasonal variation of the LST-NDBI relationship on different types of LULC: (a) pre-monsoon (b) monsoon (c) post-monsoon (d) winter.  

Fig. 9. Long-term seasonal variation of the LST-NDBI correlation.  
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from 1991–92, 1995–96, 1999–00, 2004–05, 2009–10, 2014–15, and 
2018–19. In general, the results show that LST positively correlates 
NDBI, irrespective of any season. The correlation is strong in the post- 
monsoon and monsoon, strong to moderate in pre-monsoon and mod-
erate in winter. The LST-NDBI relationship varies for specific LULC 
types. Among the various LULC categories, the green vegetation presents 
the strongest correlation. In the winter season, water bodies show a 
better correlation. Both the changed and unchanged area suffers from 
the increasing trend of LST. Moreover, the study also reflects the 
increasing trend of the LST with the urbanization, which can be a serious 
threat for plants, animals, and human health systems. 
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An investigation on seasonal variability between LST and
NDWI in an urban environment using Landsat
satellite data

Subhanil Guha , Himanshu Govil and Monika Besoya

Department of Applied Geology, National Institute of Technology Raipur, Chhattisgarh, India

ABSTRACT
The urban landscape is considered the most complex and hetero-
geneous landscape among the different land surface features. It
rises the land surface temperature (LST) to a large extent com-
pared to the surrounding rural body. This investigation deals with
the seasonal variability between LST and normalized difference
water index (NDWI) on the different land surfaces in Raipur, India
by using sixty-four Landsat images from 1991–92 to 2018–19. The
results show that the post-monsoon season indicates the best
correlation (0.42) between LST and NDWI, followed by the mon-
soon (0.34), pre-monsoon (0.25) and winter (0.04). The water
bodies reflect a moderate negative correlation of LST-NDWI in all
the four seasons (�0.49 in pre-monsoon, �0.33 in monsoon,
�0.31 in post-monsoon and �0.45 in winter). On green vegeta-
tion, this LST-NDWI correlation is strongly positive in pre-mon-
soon (0.67) season, moderate positive in monsoon (0.43) and
post-monsoon (0.50) seasons, and weak negative in winter (0.25)
season. The built-up area and bare lands build a weak positive
correlation of LST-NDWI in all the four seasons (0.24 in pre-mon-
soon, 0.21 in monsoon, 0.27 in post-monsoon and 0.15 in winter).
This study can be beneficial for land use planning and manage-
ment of any city under a similar physical environment.
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1. Introduction

Land surface temperature (LST) extensively contributes in determining the ecological
health of modern urban environment (Foley et al. 2005; Patz et al. 2005; Huang et al.
2009; Du et al. 2016; Grimn et al. 2008; Liu et al. 2018). The urbanization is a man-
induced fast process stands on mainly the land conversion and urban area expansion
(Guha et al. 2020a). Satellite image helps us in monitoring these rapid urban changes
by visible and near-infrared (VNIR), shortwave infrared (SWIR) and thermal infrared
(TIR) bands (Chen et al. 2006; Mondal et al. 2011; Das et al. 2013; Ghobadi et al.
2014; Guha 2016; Alexander 2020). The normalized difference remote sensing indices
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are invariably used in detecting several environmental changes in urban landscape
(Chen et al. 2006; Guha, Govil, Dey et al. 2018, 2020; Govil et al. 2019; Guha and
Govil 2019, 2020; He et al. 2019). Apart from the LST estimation, TIR region of elec-
tromagnetic spectrum is also very useful in identifying land surface related changes in
any region and is significantly applied in almost every sector of earth science domain
(Wen et al. 2017; Ferelli et al. 2018; Guha et al. 2018a, 2018b; Alexander 2020; Govil
et al. 2020a, 2020b; Nimish et al. 2020; Sultan and Satyanarayana 2020).

Spatial variation of LST is mainly due to the variation of the reflectance and rough-
ness of land surface (Grimm et al. 2008). Generally, green vegetation and water bodies
present low LST, whereas built-up area, bare rock surface, or dry soil reflects high
LST (Li et al. 2017; Guha et al. 2020b; Guha, Govil, and Diwan 2020). Thus, LST
related studies are very important in urban and land use planning and development.

Many tropical and sub-tropical regions or cities around the world reflect various
types of analysis on LST, such as Kuwait City of Kuwait (Uddin et al. 2010), Banda
Aceh City of Indonesia (Achmad et al. 2010), Lusaka City of Zambia (Simwanda and
Murayama 2018), Seoul Metropolitan area of South Korea (Priyankara et al. 2019),
Surabaya of Indonesia (Handayani et al. 2019), Addis Ababa of Ethiopia (Dissanayake
et al. 2019a), Lagos City of Nigeria (Dissanayake et al. 2019b). Estoque worked on
some tropical Southeast Asian cities (e.g. Baguio and Manila in Philippines, Jakarta of
Indonesia, Bangkok of Thailand) to demonstrate the UHI effect clearly (Estoque and
Murayama 2016, 2017; Estoque et al. 2017). Simwanda et al. (2019) attempted on
four rapidly growing tropical African cities (Lusaka of Zambia, Nairobi of Kenya,
Addis Ababa of Ethiopia and Lagos of Nigeria) to analyse the effect of surface UHI.
Moreover, Ranagalage, Dissanayake et al. (2018) and Ranagalage, Estoque, Zhang,
et al. (2018) quantified the urban volume and LST in Tsukuba and Tsuchiura cities
of Japan. Hence, urban planning with a high ratio of vegetation and water bodies is a
prime condition for LST reduction. The scenario becomes worse in the urban envir-
onment of Indian sub-continent, where LST rise is a regular and strong phenomenon.
Humid climate, high density of population, high level of different types of pollution,
irregular nature of monsoon rainfall, severe heat wave in summer months, unplanned
road and settlement in urban area, expansion of urban area, unhygienic lifestyle,
lower quality of transport system, increasing slum area, etc. act as positive catalysts
for rising up the LST. Recently, some important research works on LST were con-
ducted in most of the Indian sub-continent countries like India, Pakistan and Sri
Lanka (Senanayake et al. 2013; Guha et al. 2017, 2019; Ranagalage et al. 2017; Arshad
et al. 2019; Ranagalage, Estoque, Handayani, et al. 2018; Ranagalage and Murayama
2018; Dissanayake et al. 2019c; Govil et al. 2019; Mehmood and Butt 2019;
Ranagalage et al. 2019; Imran and Mehmood 2020). Normalized difference water
index (NDWI) is the most popular index for the extraction of water body that is
invariably applied in land use and LST related studies (McFeeters 1996, 2013; Chen
et al. 2006; Weng and Quattrochi 2006; Essa et al. 2012; Chen et al. 2013; Yuan et al.
2017). Generally, the nature of LST-NDWI relationship in an urban area is non-linear
and insignificant which is controlled by several factors, such as humidity, vegetation,
wetland, bare land, air pollution, rock surface, dry or wet soil, heterogeneous man-
made materials, etc. (McFeeters 1996; Ghobadi et al. 2014).
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In many current research articles, the relationship between LST and NDWI have
been constructed using TIR remote sensing (Chen et al. 2006; Ezzine et al. 2014;
Debnath et al. 2018; Zhang et al. 2017; Choudhury et al. 2019; Feng et al. 2018; German
et al. 2018; Govil et al. 2019; Wu et al. 2019). But, the seasonal analysis of the LST-
NDWI relationship in tropical India is rare. The nature of LST and NDWI is changed
due to the seasonal changes of evaporation, precipitation, moisture content, air tem-
perature, etc. Thus, a continuous assessment of LST-NDWI relationship is very import-
ant in the tropical environment of Indian sub-continent.

The entire research work was conducted in Raipur City of Central India as it is
not influenced by the humid maritime or dry extreme climatic condition. The study
examines the nature and trend of the effect of LST on NDWI and the LST-NDWI
relation on different types of LULC and their seasonal variation. The key objectives
of the current research are (1) seasonal assessment of LST and NDWI, and (2) sea-
sonal investigation of LST-NDWI relationship as a whole and on different LULC
types. The study will be effective for future town and country planners for better
environmental planning.

2. Study area and data

Figure 1 shows the research place (Raipur City of India) of the present research
work. Figure 1(a) presents the outline map of India where Chhattisgarh State is
located in the middle part (Source: Survey of India). Figure 1(b) presents the outline
map of Chhattisgarh State with districts (Source: Survey of India). Figure 1(c) repre-
sents the false colour composite (FCC) image of Raipur City prepared from a recent
Landsat data (Date: 7 November 2018 (Source: United States Geological Survey
(USGS)). Figure 1(d) indicates the contour map of Raipur City prepared from
Advanced Spaceborne Thermal and Reflection Radiometer (ASTER) digital elevation
model (DEM) data (Date: 11 October 2011 (Source: USGS)) . The city extends from

Figure 1. Location of Raipur City: (a) India, (b) Chhattisgarh, (c) FCC image of Raipur City and (d)
Contour map of Raipur City [Source: USGS and Survey of India].
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21
�
1102200N to 21

�
2000200N and from 81

�
3202000E to 81

�
4105000E. The total area of the

city is approximately 164.23 km2. According to India Meteorological Department
(IMD), Raipur is under the tropical savannah type of climate. Mean monthly tem-
perature ranges from 12 �C (December) to 42 �C (May). May is the hottest month
(average temperature 35 �C) followed by April (average temperature 33 �C), June
(average temperature 32 �C) and March (average temperature 29 �C). July is the rain-
iest month (average rainfall 327mm) followed by August (average rainfall 300mm),
June (average rainfall 221mm) and September (average rainfall 200mm). October
and November are the post-monsoon months experience a pleasant weather condi-
tion. December (the coldest month: average temperature 20 �C), January (average
temperature 21 �C) and February (average temperature 24 �C) are the winter months.
November to April remain almost dry (average rainfall <50mm) compared to the
June to September (average rainfall >200mm).

Table 1 shows the band-wise general description of Landsat satellite sensors.
During the entire period of the present study, 21, 8, 14 and 21 level-1 Landsat images
have been selected for pre-monsoon, monsoon, post-monsoon and winter seasons,
respectively (Table 2). All the data are freely available from the USGS Data Centre.
The VNIR, and SWIR bands of Landsat 5 Thematic Mapper (TM), Landsat 7
Enhanced Thematic Mapper Plus (ETMþ) and Landsat 8 Operational Land Imager
(OLI) and Thermal Infrared Sensor (TIRS) data have a spatial resolution of 30m.
TIR band 10 (100m resolution) of OLI/TIRS data was recommended due to its better
calibration (Guha, Govil, Dey, et al. 2018) and it was resampled to 30m � 30m pixel
size by USGS Data Centre. TM data has only one TIR band (band 6) of 120m reso-
lution which was resampled to 30m � 30m pixel size by the USGS Data Centre.
ETMþ data has TIR band (band 6) of 60m resolution and it was resampled to 30m
� 30m pixel size by USGS Data Centre.

3. Methodology

In this study, level-1 data of Landsat TM, ETMþ and OLI/TIRS sensors were used.
Radiometric correction, geometric correction and resampling are the required pre-proc-
essing steps for using these Landsat level-1 images. LST was retrieved through the TIR
bands of Landsat data sets (band 6 for TM and ETMþ data, whereas band 10 for OLI/
TIRS data). Green and NIR bands are required for NDWI generation, while red, NIR
and TIR bands are needed in generating LST. Finally, the derived LST and NDWI
images of the same season and same year were combined, e.g. the TM data of 18 March
1991, 3 April 1991 and 21 May 1991 were combined to obtain the final product of pre-
monsoon image for 1991–92. Following these steps, a total of twenty-eight combined
images (four seasonal images for seven separate years) were generated.

3.1. Image pre-processing and atmospheric correction

The TIR bands of different Landsat sensors were resampled at 30m resolution using
the nearest neighbour algorithm to match the VNIR bands. Atmospheric correction
of the data was done by the following steps:
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i. Conversion of digital number (DN) into spectral reflectance:

qk ¼ Mq X Qcal þ Aq (1)

where, qk is the spectral reflectance at top-of-atmosphere (TOA) without correction
for solar angle (Unit less), Qcal is the level-1 pixel value in DN, Mq is the reflectance
multiplicative scaling factor for the band, Aq is the reflectance additive scaling factor
for the band.

ii. Correction of spectral reflectance at top-of-atmosphere (qk) with local sun eleva-
tion angle (hs):

q0k ¼ qk= sin hsð Þ (2)

iii. For TIR band of Landsat data, a similar calibration equation is used:

Lk ¼ ML X Qcal þ AL (3)

where, Lk is the spectral radiance at TOA, Qcal is the level-1 pixel value in DN, ML
is the radiance multiplicative scaling factor for the band and AL is the radiance addi-
tive scaling factor for the band.

3.2. Retrieving LST from Landsat data

In this study, the mono-window algorithm has been applied to retrieve LST from
multi-temporal Landsat satellite images (Qin et al. 2001; Guha et al. 2017) where
three necessary parameters are ground emissivity, atmospheric transmittance and
effective mean atmospheric temperature. Several individual equations are part of this
mono-window algorithm to determine LST.

These equations are briefly mentioned as given below: (1) conversion of the DN
values of TIR band to spectral radiance (Markham and Barker 1985); (2) conversion
of this radiance data into degree Celsius (Coll et al. 2010); (3) conversion of the spec-
tral radiance to at-sensor brightness temperature (Wukelic et al. 1989; Chen et al.
2006); (4) determination of normalized difference vegetation index (NDVI) (Tucker
1979); (5) determination of fractional vegetation from NDVI (Carlson and Ripley
1997); (6) determination of land surface emissivity by fractional vegetation (Sobrino
et al. 2001, 2004); (7) determination of water vapour content (Yang and Qiu 1996; );
(8) determination of total atmospheric transmittance (Qin et al. 2001; Sun et al.
2010); (9) computation of the effective mean atmospheric transmittance of Raipur
(Qin et al. 2001; Sun et al. 2010); (10) retrieval of LST using Landsat data (Qin
et al. 2001).

Table 3. Description of NDWI.
Acronym Description Formulation References

NDWI Normalized difference water index Green�NIR
GreenþNIR McFeeters (1996, 2013)

1326 S. GUHA ET AL.



3.3. Determination of NDWI

The current reserach work applied NDWI (McFeeters 1996, 2013) as a robust nor-
malized difference spectral index for determining the relationship with LST. NDWI is
determined by the green and near-infrared (NIR) bands. For, TM and ETMþ data,
band 2 is used as green band and band 4 is used as NIR band, respectively. For OLI/
TIRS data, band 3 and band 5 are used as green and NIR bands, respectively (Table
3). The value of NDWI ranges between �1 and þ1. Generally, the negative value of
NDWI indicates the built-up area and bare land those have no water surfaces,
whereas the positive NDWI value shows water and vegetation surface (McFeeters
1996, 2013).

3.4. LULC classification and accuracy assessment

The Raipur City were classified into three different LULC categories including vegeta-
tion, built-up area/bare land and water bodies at seven different years (1991–92,
1995–96, 1999–00, 2004–05, 2009–10, 2014–15 and 2018–19) using the maximum
likelihood classification algorithm. 400 sample points were generated in each year to
cover these three types of LULC. Google earth history images, topographical maps
(Source: Survey of India) and LULC maps (Source: Directorate of Town and Country
Planning, Chhattisgarh) of Raipur City were used for reference study. After that, user
accuracy, producer accuracy, overall accuracy, and kappa coefficient were calculated
by using confusion matrix.

Table 4 presents the results of accuracy assessment for LULC classification for the
year 1991–92, 1995–96, 1999–00, 2004–05, 2009–10, 2014–15 and 2018–19, separately.
The overall accuracies are 95.00%, 92.50%, 97.50%, 85.00%, 92.50%, 95.00% and
87.50%, and the kappa coefficients are 0.91, 0.88, 0.96, 0.76, 0.89, 0.92 and 0.78,

Table 4. Accuracy assessment of LULC types (1991–92 to 2018–19).
LULC types 1991–92 1995–96 1999–00 2004–05 2009–10 2014–15 2018–19

User
accuracy (%)

Vegetation 95.65 100.00 95.00 88.24 100.00 100.00 90.91
Built-up area/bare land 88.89 90.00 90.00 77.78 93.33 94.74 86.96
Water bodies 100.00 83.33 100.00 100.00 84.62 87.50 83.33

Producer
accuracy (%)

Vegetation 100.00 100.00 95.00 88.24 92.31 100.00 83.33
Built-up area/bare land 88.89 81.82 90.00 87.50 93.33 94.74 90.91
Water bodies 88.89 90.91 100.00 71.43 91.67 87.50 83.33

Overall
accuracy (%)

95.00 92.50 97.50 85.00 92.50 95.00 87.50

kappa
coefficient

0.91 0.88 0.96 0.76 0.89 0.92 0.78

Table 5. Total area (km2) under different types of LULC during the study period.
Year Vegetation Built-up area/ bare land Water

1991–92 140.38 21.16 2.69
1995–96 130.23 31.72 2.29
1999–00 117.74 44.59 1.89
2004–05 112.41 49.68 2.14
2009–10 90.69 71.59 1.95
2014–15 81.63 81.28 1.32
2018–19 63.58 99.53 1.12
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Figure 2. Classified LULC maps: (a) 1991–92, (b) 1995–96, (c) 1999–00, (d) 2004–05, (e) 2009–10,
(f) 2014–15 and (g) 2018–19. Source: Author.

Table 6. Temporal and seasonal variation of LST values and Pearson’s linear correlation coefficient
values of LST-NDWI relationship (significant al 0.05 level).

Season Year of acquisition

LST (�C)
Correlation coefficients

for LST-NDWI relationshipMin. Max. Mean Std.

Pre-monsoon 1991–92 24.25 35.22 31.54 1.30 0.13
1995–96 24.54 41.07 34.64 1.89 0.12
1999–00 26.36 41.57 36.38 1.89 0.33
2004–05 27.37 43.32 38.01 2.05 0.29
2009–10 25.39 41.84 36.67 2.25 0.26
2014–15 26.97 39.68 34.40 1.65 0.29
2018–19 25.50 38.70 33.14 1.68 0.35
Average 25.76 40.20 34.96 1.81 0.25

Monsoon 1991–92 22.38 30.83 25.74 1.41 0.26
1995–96 19.28 30.01 24.09 1.33 0.36
1999–00 17.62 31.23 24.18 1.34 0.48
2004–05 22.16 29.97 26.11 0.96 0.28
2009–10 21.94 38.38 33.06 2.40 0.31
2014–15 26.43 36.63 31.70 1.16 0.33
2018–19 25.49 34.98 31.08 1.13 0.36
Average 22.18 33.14 27.99 1.39 0.34

Post-monsoon 1991–92 20.17 29.38 24.32 1.65 0.35
1995–96 19.85 28.20 23.70 1.30 0.45
1999–00 24.36 36.38 29.17 1.91 0.26
2004–05 23.46 34.46 28.01 1.58 0.34
2009–10 22.59 34.45 27.51 1.54 0.47
2014–15 19.44 28.31 23.47 1.12 0.49
2018–19 24.31 34.09 28.08 1.30 0.55
Average 22.02 32.18 26.32 1.48 0.42

Winter 1991–92 18.37 28.33 23.29 1.15 0.05
1995–96 18.38 25.61 21.79 0.98 �0.03
1999–00 19.74 34.30 26.54 1.71 �0.08
2004–05 19.27 29.27 24.07 1.15 �0.03
2009–10 18.82 27.79 23.31 1.15 0.11
2014–15 19.95 30.62 25.13 1.35 0.03
2018–19 20.33 30.14 24.37 1.18 0.21
Average 21.28 33.14 26.67 1.33 0.57
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Figure 3. Spatial distribution of LST in pre-monsoon season: (a) 1991–92, (b) 1995–96,
(c) 1999–00, (d) 2004–05, (e) 2009–10, (f) 2014–15 and (g) 2018–19. Source: Author.
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respectively, for the year 1991–92, 1995–96, 1999–00, 2004–05, 2009–10, 2014–15 and
2018–19. The average value of overall accuracy and kappa coefficient for the seven
separate years are 92.14% and 0.87, respectively. Thus, the present research success-
fully achieves the required accuracy assessment for LULC classification (Lea and
Curtis 2010; Nigatu et al. 2014).

3.5. Generation of LST-NDWI relationship on different LULC categories

LST-NDWI relationship of the selected Landsat datasets were generated on three spe-
cific LULC types in the study area, i.e. water, vegetation and built-up area/bare land.
Finally, the seasonal and temporal variations of these LST-NDWI relationships
were analysed.

4. Results and discussion

4.1. Estimated area under different LULC categories

The total area under different LULC categories was shown in Table 5. Water bodies
are the most stable LULC type in the study area. Green vegetation was decreased in a
very significant amount (76.80 km2) from 1991–92 to 2018–19. At the same time, the
built-up area/bare land was increased at a very high rate (78.37 km2 in 27 years) due
to rapid conversion of land.

Figure 2 shows the false colour composite (FCC) images of the post-monsoon
Landsat images of different years. Generally, the monsoon and post-monsoon seasons
enhance the greenness of an area. Here, the post-monsoon images are considered for
the generation of LULC maps. In 1991–92, the built-up area/bare land were mainly
found in the central part of the Raipur City. The northwest portion of the city was
rapidly urbanized from 1991–92 to 2004–05 as the percentage of urban vegetation
was declined due to the conversion into built-up areas. After 2004–05, the green areas

Figure 4. Spatial distribution of LST in monsoon season: (a) 1991–92, (b) 1995–96, (c) 1999–00, (d)
2004–05, (e) 2009–10, (f) 2014–15 and (g) 2018–19. Source: Author.
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were reduced at an alarming rate as most of the parts of the city were converted into
bare land/built-up area. Only the eastern and the southwestern parts were covered by
urban vegetation.

4.2. Characteristics of the spatial distribution of LST and NDWI

Table 6 presents the values of LST for different years. The winter season indicates the
lowest mean LST values for all the years, whereas the highest mean LST values are
found in the pre-monsoon seasons during the entire time span. From 1991–92 to
2018–19, the mean LST has increased in every season. The post-monsoon season has
the mean LST value nearer to the winter season, while monsoon season has a slightly
high value of mean LST than the post-monsoon season. The correlation coefficient
values of Pearson’s linear correlation between the LST and NDWI for the entire
period are moderate positive to weak negative. The post-monsoon season has the

Figure 5. Spatial distribution of LST in post-monsoon season: (a) 1991–92, (b) 1995–96,
(c) 1999–00, (d) 2004–05, (e) 2009–10, (f) 2014–15 and (g) 2018–19. Source: Author.
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Figure 6. Spatial distribution of LST in winter season: (a) 1991–92, (b) 1995–96, (c) 1999–00, (d)
2004–05, (e) 2009–10, (f) 2014–15 and (g) 2018–19. Source: Author.
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Figure 7. Spatial distribution of NDWI in pre-monsoon season: (a) 1991–92, (b) 1995–96,
(c) 1999–00, (d) 2004–05, (e) 2009–10, (f) 2014–15 and (g) 2018–19. Source: Author.
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strongest mean (mean value of 1991–92, 1995–96, 1999–00, 2004–05, 2009–10,
2014–15 and 2018–19) correlation coefficient value (0.42), followed by the monsoon
(0.34), pre-monsoon (0.25) and winter (0.04) season.

In the present study, LST and NDWI values of each and every single satellite
image were determined and the average LST and NDWI values for each season of a
single year were also generated. Figures 3–6 show the LST maps of pre-monsoon,
monsoon, post-monsoon and winter season, respectively, whereas Figures 7–10 show
the NDWI maps of the corresponding seasons. The figures reveal an inverse spatial
relationship between LST and NDWI in some parts of the city (e.g. the southeast sec-
tion shows high LST and low NDWI), whereas most of the areas show positive rela-
tionship (e.g. the southwest part has low LST and low NDWI for all the seasons,
while the northwest part has high LST and high NDWI). The pre-monsoon season
satellite images (Figure 3) have the highest mean LST followed by the satellite images
of monsoon (Figure 4), post-monsoon (Figure 5) and winter (Figure 6) seasons. The
northwest and southeast parts of the study area exhibit high LST. These parts also
have a low percentage of urban vegetation and a high percentage of built-up area and
bare land (Figure 2). It shows that the proportion of vegetation was reduced and the
built-up area was increased significantly during the time.

Figures 11 and 12 present the seasonal distribution of mean LST and mean
NDWI, respectively. These images are composed of the combined images of different
months of same season for separate year. The letter ‘a’, ‘b’, ‘c’, ‘d’, ‘e’, ‘f’ and ‘g’ stand
for the year 1991–92, 1995–96, 1999–00, 2004–05, 2009–10, 2014–15 and 2018–19,
respectively. Besides, the number ‘1’ ‘2’, ‘3’ and ‘4’ stand for pre-monsoon, monsoon,
post-monsoon and winter seasons, respectively. Thus, the term ‘a1’ indicates the pre-
monsoon image of 1991–92; ‘a2’ indicates the monsoon image of 1991–92; and so on.
Figure 11 shows that generally, LST is decreased from the pre-monsoon season to
winter season and from 1991–92 to 2018–19, but the trend is not gradual. The con-
version of other lands into the built-up area and bare land influences a lot on the

Figure 8. Spatial distribution of NDWI in monsoon season: (a) 1991–92, (b) 1995–96, (c) 1999–00,
(d) 2004–05, (e) 2009–10, (f) 2014–15 and (g) 2018–19. Source: Author.
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mean LST of the city. Both the changed and unchanged built-up area and bare land
suffer from the increasing trend of LST. The pre-monsoon season has the maximum
average value of mean LST (34.96 �C) followed by monsoon (27.99 �C), post-monsoon
(26.32 �C) and winter (24.07 �C). The northwest and southeast parts of the study area
exhibit the high LST. These parts also have a low percentage of urban vegetation and
high percentage of built-up area and bare land. It shows that the proportion of vege-
tation has been reduced significantly with time. It is seen that throughout the time,
more than 90% of the area in the pre-monsoon season was above 27 �C LST. A dif-
ferent result was seen in the winter season, where 35 �C LST is the maximum upper
limit during the entire span.

Figure 12 shows that there is no such variations occur in the temporal or seasonal
values of NDWI.

Figure 9. Spatial distribution of NDWI in post-monsoon season: (a) 1991–92, (b) 1995–96,
(c) 1999–00, (d) 2004–05, (e) 2009–10, (f) 2014–15 and (g) 2018–19. Source: Author.
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Figure 10. Spatial distribution of NDWI in winter season: (a) 1991–92, (b) 1995–96, (c) 1999–00,
(d) 2004–05, (e) 2009–10, (f) 2014–15 and (g) 2018–19. Source: Author.
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Figure 11. Seasonal distribution of mean LST: (a1–a4) 1991–92, (b1–b4) 1995–96, (c1–c4) 1999–00,
(d1–d4) 2004–05, (e1–e4) 2009–10, (f1–f4) 2014–15 and (g1–g4) 2018–19. Source: Author.
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Figure 12. Seasonal distribution of mean NDWI: (a1–a4) 1991–92, (b1–b4) 1995–96, (c1–c4)
1999–00, (d1–d4) 2004–05, (e1–e4) 2009–10, (f1–f4) 2014–15 and (g1–g4) 2018–19.
Source: Author.

1338 S. GUHA ET AL.



4.3. Relationship between LST and various types of LULC

The LST of the study area significantly depends upon the LULC types. Generally, the
area with green vegetation has low LST value; the built-up areas and bare lands have
moderate to high LST value, and the water bodies are characterized by a low to mod-
erate range of LST. In the pre-monsoon season, the built-up area and bare land have
comparatively high LST than the other LULC types. But in the winter season, these
areas have comparatively low to moderate LST due to low emissivity. Green areas
and water areas are characterized by a relatively stable range of low LST values.

4.4. Seasonal variation on LST-NDWI relationship

Figure 13(a–d) shows the seasonal variation of LST-NDWI relationships on different
LULC types in winter, pre-monsoon, monsoon and post-monsoon season, respect-
ively. Here, only three types of LULC are considered, i.e. (1) vegetation, (2) water
bodies and (3) built-up area and bare land. On water bodies, the LST-NDWI relation-
ship is moderate negative for any season. NDWI is a water index that is frequently
used in water body extraction. On the bare land and built-up area of the study area,
the correlation is a weak positive for all four seasons. On green vegetation, the rela-
tionship is strong (pre-monsoon) to moderate (monsoon, post-monsoon and winter
(weak moderate)) positive. The pre-monsoon season (Figure 13(a)) has a strong posi-
tive LST-NDWI correlation on the green vegetation (0.67), a weak positive correlation
on bare land with built-up area (0.24) and a moderate negative correlation on green
vegetation (�0.49). In the monsoon season, the correlation is moderate positive on
green vegetation (0.43), weak positive (0.21) on bare land and built-up area, whereas
the correlation is moderate negative (�0.43) on water bodies (Figure 13(b)). The
post-monsoon season has a moderate to strong positive correlation (0.50) on green
vegetation, a weak positive correlation (0.27) on bare land and built-up area and has
a moderate negative correlation (�0.31) on water bodies (Figure 13(c)). In winter
(Figure 13(d)), the LST-NDWI correlation is weak positive (0.25) on green vegetation,

Figure 13. Seasonal variation of the LST-NDWI relationship on different types of LULC (a) pre-mon-
soon, (b) monsoon, (c) post-monsoon and (d) winter (significant at 0.05 level). Source: Author.
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weak positive (0.15) on built-up area and bare lands. Water bodies have a moderate
negative (�0.45) correlation in the winter season.

Figure 14 represents a generalized view of the overall seasonal variation of LST-
NDWI relationships. The correlation is positive in the three seasons except the winter
where it is mostly negative along with some positive values. It can be concluded from
Figure 14 that the post-monsoon season reveals the best correlation, followed by the
monsoon and pre-monsoon seasons. There is practically no such relationship found
in the winter season. Dry seasons (winter and pre-monsoon) reduce the strength of
the correlation, while the wet seasons (post-monsoon and monsoon) enhance the
strength of the LST-NDWI correlation.

The present study indicates that LST builds an insignificant and non-linear correl-
ation with NDWI in Raipur City, India from 1991–92 to 2018–19 in four different
seasons. The result is reliable and significant compared to the other similar studies
using Landsat data. A variable negative LST-NDWI linear correlation was found in
the dry barren land of Northwest India and adjoining area of Pakistan, where the
LST and NDWI values are highly variable with the nature of rock compositions (Das
2018). NDWI and LST built a non-linear correlation when considering the whole
urban area in Wuhan City of China (Wu et al. 2019). In Banda Aceh City of
Indonesia, LST built a negative correlation with NDWI from 1988 to 2018 (Achmad
et al. 2019). Choudhury et al. (2019) showed a negative correlation of LST-NDWI
relationship on the water bodies of Asansol-Durgapur Development Region, India.
NDWI and LST built a negative relationship in a dry barren land like Kuwait Desert
(Uddin et al. 2010). LST and NDWI produce a negative correlation on the water
bodies of Nanchang City, China (Zhang et al. 2017). A significant negative relation-
ship was found between LST and NDWI on the water bodies in Shenzhen City,
China (Chen et al. 2006). The present results show a significant and stable negative
correlation (�0.49, �0.34, �0.31 and �0.45 in pre-monsoon, monsoon, post-mon-
soon and winter seasons, respectively) between LST and NDWI on the water bodies
throughout the period.

Figure 14. Seasonal variation of the LST-NDWI relationship (significant at 0.05 level).
Source: Author.
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5. Conclusion

The present study investigates the temporal and seasonal relationship of LST and
NDWI in Raipur City, India using sixty-four Landsat data sets of four different sea-
sons for 1991–92, 1995–96, 1999–00, 2004–05, 2009–10, 2014–15 and 2018–19. In
general, the results show that relationship between LST and NDWI is non-linear. The
correlation is moderate positive in the post-monsoon (0.42) and monsoon (0.34) sea-
sons, whereas it is found weak positive in pre-monsoon (0.25) and winter (0.03). The
presence of high moisture content in the air and plants is the main responsible factor
for high positivity. The LST-NDWI relationship varies for specific LULC types. The
water bodies reflect a moderate negative correlation of LST-NDWI in all the four sea-
sons (�0.49 in pre-monsoon, �0.34 in monsoon, �0.31 in post-monsoon and �0.45
in winter). On green vegetation, this LST-NDWI correlation is also strong positive in
pre-monsoon (0.67), moderate positive in monsoon (0.43) and post-monsoon (0.50),
weak positive in winter (0.25). The built-up area and bare land generate a weak posi-
tive correlation of LST-NDWI in all the four seasons (0.24 in pre-monsoon, 0.21 in
monsoon, 0.27 in post-monsoon and 0.15 in winter). All the four seasons have very
insignificant and non-linear correlation for all LULC types (0.14 in pre-monsoon,
0.10 in monsoon, 0.15 in post-monsoon and �0.02 in winter). The high percentage
of urban vegetation and urban water bodies can promote the ecological health of a
rapidly growing city like Raipur. The LST-NDWI correlation found in the present
study (non-linear) is slightly different from the correlation (negative) built in the des-
ert cities and town those are mostly under dry climate. However, the study will be an
effective one for the future town and country planners in such cities of tropical
humid areas of Indian sub-continent those are having higher temperatures than the
surrounding rural or farmland areas.
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COVID-19 lockdown effect on land surface temperature
and normalized difference vegetation index

Subhanil Guha and Himanshu Govil

Department of Applied Geology, National Institute of Technology Raipur, Chattisgarh, India

ABSTRACT
Coronavirus disease (COVID-19) has changed the human lifestyle
just like a disaster in 2020. Many people died throughout the
world due to its severe attack. Lockdown is the most common
term used in today’s life to prevent the adverse effect of COVID-
19. However, during the lockdown period, a significant improve-
ment in the urban environment was noticed in almost every part
of the world. During the lockdown period, the decrease in the
number of running vehicles and moving people on the road low-
ers the pollution level and it has a direct positive impact on the
urban environment. The study examines the changes found in
land surface temperature (LST) and normalized difference vegeta-
tion index (NDVI) during the lockdown period in Raipur city, India
with the earlier periods (2013–19) to compare the environmental
status. The results indicate that the LST is reduced and NDVI is
increased significantly during the lockdown period, and the nega-
tivity of the LST-NDVI correlation is increased remarkably. The
study also shows a better ecological status of the city during the
lockdown period. The study is useful for environmental strategists
and urban planners.
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1. Introduction

COVID-19 has been spread by severe acute respiratory syndrome coronavirus-2
which has affected more than 219 countries and territories till 3 March 2021. Over
115.365 million total cases of COVID-19 patients were reported so far among whose
2.562 million people were died (https://www.worldometers.info/coronavirus). The
most affected countries are the United States of America, India, Brazil, Russia, the
United Kingdom, France, Spain, Italy, Turkey, Germany, Colombia, Argentina,
Mexico, Poland, Iran, South Africa, Ukraine, Indonesia, Peru, Czechia, and the
Netherlands. In each of these countries, at least 1 million people have been affected
by the virus. The whole world is looking for its vaccine or suitable medicine for a
long time which is still not available in the market. The World Health Organization
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(WHO) and the government of individual countries have repeatedly presented several
preventive methods to restrict the spreading of this disease. Lockdown is the most
popular and effective method among them. As the common people of different coun-
tries did not maintain the basic steps to protect themselves from the severe effect of
COVID-19, the lockdown was very necessary to stop the contamination process. In
the lockdown process, people are compelled to stay at home without any emergency
or medical purpose. Academic institutions, public and private offices, restaurants,
banks, public and private transports, factories, shops, etc. are entirely closed at the
time of proper lockdown.

The lockdown process slows down the environmental pollution and develops a less
polluted ecologically rich society (Bashir et al. 2020; Chakraborty and Maity 2020;
Garg et al. 2020; Gupta et al. 2020; Mandal and Pal 2020; Mollalo et al. 2020; €Ocal
et al. 2020; Pandey et al. 2020a, 2020b; Saadat et al. 2020; Şahin 2020; Sharma et al.
2020; Shi et al. 2020; Yunus et al. 2020; Zambrano-Monserrate et al. 2020). The
restricted transportation system and industrial activities reduce the air pollution level
and enhance air quality. The vegetation grows at a fast rate without any kind of inter-
ruption. The immediate positive effect of this lockdown on the environment was
noticed in the reduction of air temperature and land surface temperature (LST) (Shi
et al. 2020; Yunus et al. 2020). Some valuable studies were conducted in the Indian
context to show the improvement of air quality during the lockdown period in India
(Chauhan and Singh 2020a, 2020b; Garg et al. 2020; Singh and Chauhan
2020a, 2020b).

LST primarily depends on the land surface composition and solar radiation (Guha
et al. 2018; Peng et al. 2016). The vegetation surface generates a low amount of LST,
whereas the man-made concrete land surface reflects a high amount of LST (Li et al.
2017). Hence, LST has a broad impact on the planning and development of land util-
ization management systems (Guha and Govil 2020a, 2020b, 2020c). Normalized dif-
ference vegetation index (NDVI) is widely considered as the most significant remote
sensing index that regulates the variation of LST (Chen et al. 2006). The LST and
NDVI normally generate an inverse correlation (Chen et al. 2006). The improvement
of air pollution and the increase of moisture in air predominantly increase the
strength of the LST-NDVI correlation (Govil et al. 2019, 2020).

The complete lockdown process in India was started on 25 March 2020 and ended
on 31 May 2020. It was broken into four phases as follows:
First Phase: 25 March 2020� 14 April 2020
Second Phase: 15 April 2020� 3 May 2020
Third Phase: 4 May 2020� 17 May 2020
Fourth Phase: 18 May 2020� 31 May 2020

After the lockdown phases, unlock phases were started and it is still going. The
unlock phases were broken into the following phases till 28 February 2021:
Unlock Phase 1.0: 1 June 2020� 30 June 2020
Unlock Phase 2.0: 1 July 2020� 31 July 2020
Unlock Phase 3.0: 1 August 2020� 31 August 2020
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Unlock Phase 4.0: 1 September 2020� 30 September 2020
Unlock Phase 5.0: 1 October 2020� 31 October 2020
Unlock Phase 6.0: 1 November 2020� 30 November 2020
Unlock Phase 7.0: 1 December 2020� 30 December 2020
Unlock Phase 8.0: 1 January 2021� 31 January 2021
Unlock Phase 9.0: 1 February 2021� 28 February 2021
Unlock Phase 10.0: 1 March 2021� 31 March 2021 (ongoing)

The key objective of the case study is to examine the immediate effect during the
lockdown period in Raipur city of India on the LST, NDVI, and LST-NDVI relation-
ship. Another objective is to evaluate the effect of lockdown on the thermal comfort
level of the city. The study can be appraised for future urban planners to develop bet-
ter environmental planning and management system.

2. Study area

Figure 1 shows the geographical location of Raipur city of India which extends from
21�1102200N to 21�2000200N and from 81�3202000E to 81�4105000E. The city covers an
area of around 165 km2. Figure 1(a) presents the outline map of India where
Chhattisgarh State is located in the middle part (http://www.surveyofindia.gov.in).
Figure 1(b) presents the outline map of Chhattisgarh State with districts (http://www.
surveyofindia.gov.in). Figure 1(c) represents the false colour composite (FCC) image
of Raipur city (https://raipur.gov.in) from recent Landsat 8 OLI/TIRS data of 18 May
2020 (https://www.earthexplorer.usgs.gov). Figure 1(d) indicates the digital elevation
map (DEM) of Raipur city produced by the ArcGIS software using the last available
ASTER DEM data of 11 October 2011 (https://www.earthexplorer.usgs.gov). The city
is characterised by the tropical dry and wet type of climate (http://www.imdraipur.
gov.in). The mean monthly temperature ranges from 12 to 42 �C. May presents the

Figure 1. Location map of Raipur city: (a) India (b) Chhattisgarh (c) FCC image of the city (d) DEM
of the city.

1084 S. GUHA AND H. GOVIL

http://www.surveyofindia.gov.in
http://www.surveyofindia.gov.in
http://www.surveyofindia.gov.in
https://raipur.gov.in
https://www.earthexplorer.usgs.gov
https://www.earthexplorer.usgs.gov
http://www.imdraipur.gov.in
http://www.imdraipur.gov.in


highest average temperature (35 �C), while December presents the lowest average tem-
perature (20 �C). The highest average rainfall (327mm) is observed in July. March,
April, and May are considered as the summer or pre-monsoon months.

3. Materials and methods

In the study, level-1 eighteen Landsat 8 OLI/TIRS data for April and May from 2013
to 2020 were obtained from the United States Geological Survey (USGS) Data Centre
(https://www.earthexplorer.usgs.gov). Red, NIR, and TIR bands were required for the
research work. The spatial resolution of band 4, band 5, and band 10 of OLI/TIRS
data are 30, 30, and 100m, respectively. The original TIR band 10 was resampled
into 30m spatial resolution by the USGS data centre using the cubic convolution
resampling method for further application. The entire research work was performed
by using the ArcGIS 9.3 software (https://www.esri.com). The spatial analyst tools of
ArcGIS software were used for the raster calculations, correlation analysis, and LST
analysis. The following sub-sections are included in the whole methodology section:
(1) estimation of LST, (2) determination of NDVI.

3.1. Estimation of LST

LST was estimated from OLI/TIRS sensor by using the mono-window algorithm
(MWA) (Qin et al. 2001; Sekertekin and Bonafoni 2020; Wang et al. 2015, 2019). The
MWA requires three essential parameters like surface emissivity, atmospheric trans-
mittance, and effective mean atmospheric temperature for LST determination.
Although OLI/TIRS data has two TIR bands, band 10 is appropriate for the LST
retrieva1 method as band 11 has larger uncertainty (Barsi et al. 2014; Montanaro
et al. 2014).

Equation (1) converts the pixel values of the TIR band into spectral radiance
(Zanter 2019).

Lk ¼ ML:QCAL þ AL (1)

where Lk¼ TOA spectral radiance (Wm�2sr�1mm�1), ML ¼ band-specific multiplica-
tive rescaling factor, AL¼ band-specific additive rescaling factor, QCAL¼ quantized
and calibrated standard product pixel values.

Equation (2) converts the pixel values directly into spectral reflectance (Zanter
2019).

qk ¼
Mq:QCAL þ Aq

sin hSE
(2)

where qk¼ spectral reflectance, Mq ¼ band-specific multiplicative rescaling factor,
Aq¼ band-specific additive rescaling factor, QCAL¼ quantized and calibrated standard
product pixel values, hSE¼ local sun elevation angle.

Equation (3) converts the spectral radiance into at-sensor brightness temperature
(Wukelic et al. 1989):
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Tb ¼ K2

ln K1
Lk
þ 1

� � (3)

where Tb ¼ brightness temperature (Kelvin), Lk¼ spectral radiance (Wm�2 sr�1

mm�1), K1 and K2 are calibration constants. For OLI/TIRS data, K1¼ 774.89, K2¼
1321.08 (Wm�2 sr�1 mm�1).

Equation (4) determines the fractional vegetation of each pixel (Carlson and Ripley
1997):

Fv ¼ NDVI�NDVImin

NDVImax � NDVImin

� �2

(4)

where Fv¼ fractional vegetation, NDVImin¼ minimum NDVI value, NDVImax¼ max-
imum NDVI value.

Equations (5–6) show the relationship amonge, ev, es, Fv, and de (Sobrino et al.
2004).

de ¼ ð1�esÞð1�FvÞFev (5)

e ¼ evFv þ esð1�FvÞ þ de (6)

where e¼ land surface emissivity, de¼ effect of the geometrical distribution of the
natural surfaces and internal reflections, ev¼ vegetation emissivity, es¼ soil emissivity,
Fv¼ fractional vegetation.

Equation (7) calculates the land surface emissivity (Sobrino et al. 2004).

e ¼ 0:004� Fv þ 0:986 (7)

where e ¼ land surface emissivity, Fv ¼ fractional vegetation.
Equation (8) calculates the water vapour content (Yang and Qiu 1996):

w ¼ 0:0981� 10� 0:6108� exp
17:27� ðT0�273:15Þ
237:3þ ðT0 � 273:15Þ

� �
� RH

� �
þ 0:1697 (8)

where w ¼ water vapour content (g/cm2), T0 ¼ near-surface air temperature
(Kelvin), RH ¼ relative humidity (%). These atmospheric parameters were provided
by the Meteorological Centre, Raipur.

Equation (9) estimates the atmospheric transmittance of Raipur (Qin et al. 2001):

s ¼ 1:031412�0:11536w (9)

where s¼ total atmospheric transmittance, w ¼ water vapour content (g/cm2).
Equation (10) estimates the effective mean atmospheric transmittance of Raipur

(Qin et al. 2001):
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Ta ¼ 17:9769þ 0:91715T0 (10)

where Ta¼ mean atmospheric temperature, T0¼ near-surface air temperature.
Equations (11–12) computes the internal parameters C and D and Eq. (13)

retrieves LST from OLI/TIRS data (Qin et al. 2001):

C ¼ es (11)

D ¼ 1� sð Þ 1þ 1� eð Þs½ � (12)

Ts ¼ a 1� C � Dð Þ þ b 1� C � Dð Þ þ C þ Dð ÞTb � DTa½ �
C

(13)

where e ¼ land surface emissivity, s ¼ total atmospheric transmittance, C and D are
internal parameters based on atmospheric transmittance and land surface emissivity,
Ts ¼ land surface temperature, Ta ¼ mean atmospheric temperature, Tb ¼ at-sensor
brightness temperature, a ¼ �67:355351, b ¼ 0:458606:

3.2. Determination of NDVI

The study used NDVI (Tucker 1979) as a significant remote sensing index to estimate
the impact of the changing environment on LST.

Equation (14) expresses the formula of NDVI:

NDVI ¼ NIR�Red=NIRþ Red (14)

For OLI/TIRS data, NIR and red bands are bands 5 and 4, respectively. The value
of NDVI lies between �1 (the extreme negative value) and þ1 (the extreme positive
value). The negative NDVI values generally indicate water bodies, whereas high posi-
tive NDVI values correspond to green and healthy vegetation covers. Values near to
0 or slightly positive indicate sealed areas or barren lands.

Figure 2. Flowchart of the methodology.
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The total methodology of the present study is shown by a simple flowchart in
Figure 2.

4. Results and discussion

Table 1 represents the values of LST, NDVI, and the LST-NDVI correlation coeffi-
cients before 2020 and during the lockdown period of 2020 due to COVID-19. The
effects have been discussed separately as follows:

4.1. Effect of lockdown on LST

The minimum LST values in the earlier images of April month (28.64, 27.92, 27.30,
30.22, 27.35, and 29.47 �C) were quite higher compared to the minimum LST values
in the lockdown images of April month (26.21 and 27.08 �C). The maximum LST val-
ues also show similar result (47.38, 43.52, 43.34, 49.45, 44.58, 49.39 �C LST in the ear-
lier images and 43.30, 38.38 �C LST during the lockdown period). The mean LST
values during the lockdown period of April month (35.10 and 33.47 �C) were quite
lower compared to the mean LST values in the lockdown images of April month
(40.88, 36.61, 36.79, 42.97, 38.37, and 42.06 �C). The average value of the mean LST
of April during the lockdown period (34.29 �C) is 5.3 �C lower than the earlier years
(39.61 �C). Like April, a similar type of result regarding LST is found in May also.
The average value of the mean LST of May during the lockdown period (35.49 �C) is
2.30 �C lower than the earlier years (37.59 �C). The result indicates a positive change
during the lockdown phase. It is mainly because of the low concentration of the
population and various types of vehicles on the road. The reduction of transport and

Table 1. Comparison of LST and LST-NDVI correlation (significant al 0.05 level) in April and May
from 2013 to 2020 using Landsat 8 OLI/TIRS data [Data during the lockdown period have been
shown as bold italic font].

Date of
acquisition

Time
(UTC)a

Cloud cover
(%)

LST (oC) NDVI
Correlation coefficients
for LST-NDVI relationshipMin. Max. Mean SD Min. Max. Mean SD

April
2013-Apr-08 04:59 0 29 47 41 2.58 –0.17 0.55 0.11 0.61 –0.46
2014-Apr-02 04:56 0 28 43 36 1.99 –0.13 0.52 0.14 0.07 –0.45
2015-Apr-05 04:55 0 27 43 37 2.08 –0.13 0.49 0.12 0.06 –0.45
2016-Apr-23 04:55 0 30 49 43 2.27 –0.16 0.55 0.13 0.07 –0.47
2017-Apr-10 04:55 0 27 44 38 2.18 –0.14 0.48 0.11 0.06 –0.51
2017-Apr-26 04:55 2 29 49 42 2.57 –0.19 0.59 0.12 0.07 –0.47
2020-Apr-02 04:55 0 26 43 35 2.09 –0.12 0.55 0.19 0.09 –0.57
2020-Apr-18 04:55 1 27 38 33 1.48 –0.09 0.52 0.17 0.07 –0.53
May
2013-May-01 04:57 0 28 42 37 1.72 –0.13 0.56 0.13 0.06 –0.48
2013-May-17 04:58 2 28 46 40 2.22 –0.12 0.52 0.12 0.06 –0.44
2014-May-20 04:55 5 26 39 35 1.72 –0.07 0.45 0.12 0.05 –0.41
2015-May-07 04:55 0 27 40 35 1.81 –0.09 0.49 0.14 0.05 –0.42
2015-May-23 04:55 9 25 42 36 2.26 –0.07 0.43 0.12 0.05 –0.35
2016-May-25 04:55 0 28 41 37 1.65 –0.07 0.47 0.12 0.05 –0.38
2017-May-12 04:55 0 29 43 38 1.89 –0.17 0.55 0.14 0.06 –0.29
2018-May-15 04:55 0 30 44 37 1.92 –0.09 0.40 0.13 0.05 –0.46
2019-May-18 04:55 0 29 45 40 2.12 –0.18 0.51 0.12 0.06 –0.44
2020-May-04 04:55 3 29 41 35 1.67 –0.16 0.57 0.18 0.08 –0.53
aIST¼UTC þ 0530 (IST¼ Indian standard time, UTC¼ coordinated universal time).
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industrial pollutants performs a crucial role in the reduction of mean LST during the
lockdown period in Raipur City.

Figures 3 and 4 shows the spatial distribution of LST of Raipur city of April and
May from 2013 to 2020. During the lockdown period, LST was reduced throughout
the area. In 2020, LST reduced significantly spatially from west to east and from
south to north. It shows a nice result for our environment. The health status of vege-
tation covers increased prominently and pollution levels decreased at a significant
rate. It helps to decrease the LST directly.

4.2. Effect of lockdown on NDVI

Figures 5 and 6 present the NDVI distribution map for April and May from 2013 to
2020. The lockdown phases had a great effect on NDVI. The three dates (2 April
2020, 18 April 2020, and 4 May 2020) of the lockdown phase show a higher value of
mean NDVI (0.19, 0.17, and 0.18 on 2 April 2020, 18 April 2020, and 4 May 2020,

Figure 3. Spatial distribution of LST in April: (a–f) 2013–17 (earlier period); (g–h) 2020 (lock-
down period).
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respectively) than the images of earlier years (Table 1). The low level of pollution and
the health status of vegetation not impacted by anthropic disturbance (emission, traf-
fic, industrial activities, etc.) reflect an increase in NDVI. It is very clear from Figures
4(g, h), and 5(j) that overall NDVI values were enhanced in the southwest and north-
east portions of the area during the lockdown period. It is a positive sign of the lock-
down period.

Figure 4. Spatial distribution of LST in May: (a–i) 2013–19 (earlier period); (j) 2020 (lock-
down period).
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4.3. Effect of lockdown on LST-NDVI relationship

The LST–NDVI relationship was analyzed by applying Karl Pearson’s linear correl-
ation coefficient method. These correlation coefficients were negative throughout the
research period (2013–2020). A two-tailed test was performed at a significance level
of 0.05 for the correlation analysis. Table 1 shows a clear picture of the correlation
analysis in both April and May. In April 2020 (lockdown period), the correlation
coefficients were �0.57 (2 April 2020) and �0.53 (18 April 2020). These numerical
figures are quite higher than the earlier years, e.g. �0.46 in 8 April 2013, �0.45 in 2
April 2014, �0.45 in 5 April 2015, �0.47 in 23 April 2016, �0.51 in 10 April 2017,
�0.47 in 26 April 2017. The average LST-NDVI correlation coefficient of the lock-
down period for April month was �0.55 that was higher than the average of the ear-
lier years (�0.47).

The result was almost similar in May. In May 2020 (lockdown period), the correl-
ation coefficient was �0.53 (4 May 2020). It is higher than the earlier years, e.g.
�0.48 in 1 May 2013, �0.44 in 17 May 2013, �0.41 in 20 May 2014, �0.42 in 7 May

Figure 5. Spatial distribution of NDVI in April: (a–f) 2013–17 (earlier period); (g–h) 2020 (lock-
down period).
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2015, �0.35 in 23 May 2015, �0.38 in 25 May 2016, �0.29 in 12 May 2017, �0.46 in
15 May 2018, �0.44 in 18 May 2019. The LST-NDVI correlation coefficient of the
lockdown period for May month was �0.53 that was much higher than the average
of the earlier years (-0.41). This analysis presents a positive impact of COVID-19 on
our natural environment as the lockdown period enhances the LST-NDVI correlation
coefficient. It was the combined result of a decrease in LST and an increase in NDVI.

Figure 6. Spatial distribution of NDVI in May: (a–i) 2013–19 (earlier period); (j) 2020 (lock-
down period).
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It can be considered that if the pollution level is controlled like the lockdown period,
the negativity of the LST-NDVI correlation must be increased and a better environ-
mental system can be achieved.

Figure 7 shows the comparison between the LST and NDVI values and their correl-
ation between the lockdown period of 2020 and the earlier years since 2013. In the lock-
down period, LST decreases at a high percentage than the previous years (up to 22% in
April and up to 12% in May) (Figure 7(a1–a3)). It is clear that the value of NDVI
increases up to 73% in April and up to 50% in May in the lockdown period compared to
the previous years due to the interrupted growth of green vegetation (Figure 7(b1–b3)).
Thus, a negative LST-NDVI correlation was observed throughout the entire period. But,
the strength of this negative correlation or the negativity of the correlation was increased
at a high percentage, e.g. up to 27% in April and up to 83% in May (Figure 7(c1–c3)). It
was a great achievement of the lockdown period in the natural environment.

4.4. Effect of lockdown on the thermal comfort level of the city

Some thermal comfort indices are available for evaluating the ecological quality of
urban life. In this study, the urban thermal field variance index (UTFVI) was used
for the evaluation of the thermal comfort level of Raipur city during the lockdown
period. UTFVI is calculated using the Eq. 15 (Guha et al. 2017):

UTFVI ¼ Ts�Tmean

Tmean
(15)

Where, UTFVI ¼ Urban Thermal Field Variance Index

Figure 7. Comparison of LST and NDVI between lockdown period and the earlier dates: (a1–a3)
Decrease of LST (in %); (b1–b3) Increase of NDVI (in %); (c1–c3) Increase of negativity in LST-NDVI
correlation (in %).
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Ts¼ LST (oC)
Tmean ¼ Mean LST (oC)

The UTFVI values of Raipur city were divided into six following categories
(Table 2).

Figures 8 and 9 present the spatial distribution map of UTFVI for April and May,
respectively. Table 3 shows the percentage of area under different UTFVI categories
for each image. The city has two extreme categories for ecological evaluation: the

Table 2. The threshold limits of UTFVI.
UTFVI UHI phenomenon Ecological evaluation index

<0.000 None Excellent
0.000–0.005 Weak Good
0.005–0.010 Middle Normal
0.010–0.015 Strong Bad
0.015–0.020 Stronger Worse
>0.020 Strongest Worst

Figure 8. Spatial distribution of UTFVI in April: (a–f) 2013–17 (earlier period); (g–h) 2020 (lockdown
period).
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excellent category (UTFVI < 0) and the worst category (UTFVI > 0.020). Most of
the areas of Raipur (> 45% during the entire period) having an excellent thermal
condition (UTFVI < 0) where vegetation and water bodies are present in a high
ratio. The central and southwest portions experience excellent thermal conditions.
However, the worst category (UTFVI > 0.020) of the ecological evaluation index also
exists in a large portion (>31% during the entire period) in the northwest, north,

Figure 9. Spatial distribution of UTFVI in May: (a–i) 2013–19 (earlier period); (j) 2020 (lock-
down period).
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east, and southeast parts. Here, most of the lands are impervious (either bare land
with exposed rock surface or under built-up areas).The normal thermal condition
(0.005<UTFVI < 0.010) is found in some small patches surrounding the vegetation
and water areas while the worse condition (0.015<UTFVI < 0.020) exists around
the areas of the built-up class.

During the lockdown period, the area under the worst ecological condition (<33%
of the total area) has been decreased at a significant rate than the previous years.
However, all the satellite images of the previous periods include areas belonging to
the worst ecological condition and exceeding >35%. The climatic conditions remain
almost unchanged throughout the period and no precipitation has occurred during
this time. Only the percentage of relative humidity is increased during the lockdown
period due to reduced air pollution (Table 4). Besides, Figure 10 and Table 5 show
that the built-up area is increased (27.42%) and the area covered by vegetation is
decreased (26.73%) during this total period of study. Hence, it may be stated that the
city has experienced a better ecological and thermal condition during the lock-
down period.

5. Conclusion

The study examines the value of LST, NDVI, and LST-NDVI correlation coefficient
to compare the environmental condition of Raipur city in the lockdown period and
the earlier times. A total of eighteen Landsat 8 OLI/TIRS data of April (eight) and
May (ten) months from 2013 to 2020 were used for this investigation. The results
show that the value of LST reduced and the value of NDVI increased in the lock-
down period (25 March 2020� 31 May 2020) due to the sudden stop of industrial
and transport activities in Raipur. The negativity of the LST-NDVI correlation was
also increased significantly during the lockdown period. It shows that the natural

Table 3. Area (%) under various ranges of UTFVI [Data during the lockdown period have been
shown as bold italic font].

Date of acquisition
UTFVI
<0.000

UTFVI
0.000–0.005

UTFVI
0.005–0.010

UTFVI
0.010–0.015

UTFVI
0.015–0.020

UTFVI
>0.020

April
2013-Apr-08 47.34 2.96 3.06 3.17 3.11 40.36
2014-Apr-02 48.59 4.27 3.77 4.09 3.37 35.91
2015-Apr-05 49.83 3.93 3.81 3.61 3.48 35.34
2016-Apr-23 47.60 3.59 3.57 3.62 3.45 38.17
2017-Apr-10 46.58 4.61 4.40 4.34 4.04 36.03
2017-Apr-26 48.73 3.27 3.15 3.29 3.24 38.32
2020-Apr-02 49.31 4.90 4.88 4.31 4.29 32.31
2020-Apr-18 45.55 5.56 5.97 5.81 5.20 31.91
May
2013-May-01 45.06 4.99 5.05 4.95 4.89 35.06
2013-May-17 46.42 3.29 3.49 3.39 3.63 39.78
2014-May-20 48.26 4.33 4.10 4.02 4.08 35.21
2015-May-07 49.02 4.11 3.99 3.75 3.67 35.48
2015-May-23 49.47 2.91 2.89 2.79 2.75 39.19
2016-May-25 48.19 4.13 4.19 3.96 4.03 35.50
2017-May-12 48.23 4.33 4.10 4.02 4.09 35.23
2018-May-15 49.15 4.37 3.85 3.57 3.42 35.64
2019-May-18 48.89 4.20 3.95 3.69 3.54 35.73
2020-May-04 48.54 5.71 5.37 4.73 4.24 31.41
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environment becomes less polluted and ecologically more comfortable compared to
the previous years and before the lockdown period.

The study is very much useful for urban planners as the results depict the positive
impact of the lockdown period on the land surface of Raipur city and surrounding
areas. As green areas and water bodies are the main responsible land covers for the
generation of low LST zones, city planners should focus more on the land conversion
process. The urban planners should convert the existing bare lands into vegetation
and water surface. To conserve the ecological condition, tree plantation is quite
necessary along the roads, commercial buildings, and residential apartments.

Table 4. Description of some meteorological components [Data during the lockdown period have
been shown in bold italic font].

Date of acquisition
Rainfall
(mm)

Air temperature
(oC)

Air pressure
(mbar)

Relative
humidity (%)

Wind
speed (km/h)

April
2013-Apr-08 0 34 1007 24 0
2014-Apr-02 0 33 1007 28 4
2015-Apr-05 0 33 1006 27 6
2016-Apr-23 0 36 1003 22 6
2017-Apr-10 0 34 1010 12 5
2017-Apr-26 0 36 1006 20 5
2020-Apr-02 0 34 1009 57 2
2020-Apr-18 0 32 1008 44 4
May
2013-May-01 0 36 1004 40 12
2013-May-17 0 39 1000 20 6
2014-May-20 0 33 1006 31 10
2015-May-07 0 32 1008 38 12
2015-May-23 0 35 1000 18 12
2016-May-25 0 36 1000 30 7
2017-May-12 0 35 1009 41 4
2018-May-15 0 34 1007 49 6
2019-May-18 0 38 1005 26 6
2020-May-04 0 32 1007 46 4

Table 5. Total area (km2) under different types of LULC in 2013 and 2020.
Date of acquisition Green vegetation Built-up area and bare land Water bodies

08 April 2013 82.13 80.78 1.32
18 April 2020 60.18 102.93 1.12

Figure 10. LULC map of Raipur city: (a) 2013, (b) 2020.
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Annual assessment on the relationship between land
surface temperature and six remote sensing indices
using landsat data from 1988 to 2019

Subhanil Guha and Himanshu Govil

Department of Applied Geology, National Institute of Technology Raipur, Raipur, India

ABSTRACT
The study focused on deriving the LST of the Raipur City of India
and generating the relationships of LST with six selected remote
sensing indices, like MNDWI, NDBaI, NDBI, NDVI, NDWI, and NMDI.
The entire study was performed by using 210 cloud-free Landsat
data of different months from 1988 to 2019. The LST retrieval
mono-window algorithm was applied in the study. Based on
Pearson’s linear correlation coefficient (r), the study finds that LST
builds a strong positive correlation (r¼ 0.65) with NDBI, a moder-
ate positive correlation (r¼ 0.30) with NDBaI, a weak positive cor-
relation with NDWI (r¼ 0.19), a strong negative relation with
NMDI (r ¼ �0.54), and a moderate negative correlation (r ¼
�0.38) with MNDWI and NDVI. These relationships were consist-
ent and stronger in earlier years. The LST-NDBI correlation is the
most consistent (CV¼ 9.09), while the LST-NDBaI correlation is the
most variable (CV¼ 60.21).
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1. Introduction

Land surface temperature (LST) analysis is extensively considered as an important param-
eter in urban planning and management as the dynamic land surface can enhance the
variability of LST distribution in the mixed urban landscape (Arnfield 2003; Amiri et al.
2009; Rinner and Hussain 2011; Mirzaei 2015; Zhao et al. 2016; Guha and Govil 2020).
Recently, the intensity of LST in some global cities is increasing rapidly (Zhou et al. 2011;
Zhang et al. 2013; Chun and Guldmann 2014; Coseo and Larsen 2014; Kim and
Guldmann 2014; Peng et al. 2016; Dai et al. 2018). Different kinds of land surface (green
body, water, built-up area, bare land) indices were frequently used to assess and monitor
the dynamic response of LST with mixed urban land (Rizwan et al. 2008; Li et al. 2011;
Song et al. 2014; Kuang et al. 2015; Guha et al. 2020a, 2020b). The existing spectral indi-
ces were used to build the relationship between LST and different types of LULC in vari-
ous land surfaces (Huang et al. 2015; Jovanovi�c et al. 2015; Mbuh et al. 2019; Majumder
et al. 2020; Piyoosh and Ghosh 2020; Guha et al. 2020c).Thus, the scholars tried to ana-
lyze the variation of LST in urban areas using remote sensing techniques (Govil et al.
2019, 2020). The analysis of long-term LST-remote sensing indices relationship for any
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Indian city was less studied. This study is simply based on the LST-remote sensing indices
relationships for Raipur City, India. The six following selected remote sensing indices
were used in the present study, i.e., modified normalized difference water index
(MNDWI), normalized difference bareness index (NDBaI), normalized difference built-up
index (NDBI), normalized difference vegetation index (NDVI), normalized difference
water index (NDWI), and normalized multi-band drought index (NMDI).

The goals of the study are: (1) to assess the annual trend of LST and six remote sens-
ing indices in Raipur City using Landsat images from 1988 to 2019; and (2) to investigate
the variability of LST-remote sensing indices relationships during the period. These LST-
remote sensing indices relationships can be used as significant indicators for future urban
and environmental planning in a rapidly growing tropical city.

2. Study area and data sources

The present study has been conducted over Raipur City of Chhattisgarh, India (Figure 1).
Figure 1(a) presents the outline map of India where Chhattisgarh State is located in the
middle part (http://www.surveyofindia.gov.in). Figure 1(b) presents the outline map of
Chhattisgarh State with districts (http://www.surveyofindia.gov.in). Figure 1(c) represents
the false colour composite (FCC) image of Raipur City from recent Landsat data. Figure
1(d) indicates the contour map of Raipur (Date: 11 October 2011) of Raipur City (https://
www.earthexplorer.usgs.gov). Raipur extends from 21

�
11’22" N to 21

�
20’02" N latitude

and from 81
�
32’20" E to 81

�
41’50" E. The elevation of Raipur is ranged between 219-

322m. Under a Savannah type of climate, the city enjoys four typical seasons (https://
www.mausam.imd.gov.in). March, April, and May are considered as pre-monsoon
months; June, July, August, and September are considered as monsoon months; October
and November are considered as post-monsoon months; and December, January, and
February are considered as winter months. The annual average temperature of Raipur
City is approximately 23-30 �C. According to the census of India, Raipur is the 45th larg-
est city in India and the largest city of Chhattisgarh. The demographic profile of Raipur
City is characterized by a total population of 1010087, a sex ratio of 945, and a literacy

Figure 1. Location of the study area: (a) India (b) Chhattisgarh (c) FCC image of Raipur City (d) Contour Map of
Raipur City.
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rate of 86.45% (https://www.censusindia.gov.in). The city has a very high density of popu-
lation (4500/km2 in 2011) and a high growth rate (61.27 during 2001-2011). Raipur is
often considered a smart city and one of the fastest-growing cities in India in terms of
area and population. The city has been completely transformed in the last 10-15 years.

A total of two hundred and ten cloud-free Landsat satellite images of different sensors
from 1988 to 2019 were selected to conduct the entire study. There is no Landsat satellite
image available in 1997 and 2012. Thus, the analysis is skipped for these two aforesaid
years. These data sets were freely procured from the United States Geological Survey
(http://earthexplorer.USGS.gov). Green, red, near-infrared (NIR), shortwave infrared
(SWIR), and thermal infrared (TIR) bands were used in generating LST, MNDWI,
NDBaI, NDBI, NDVI, NDWI, and NMDI. LST was retrieved through TIR bands of
Landsat data sets [band 6 for Landsat 5 Thematic Mapper (TM) and Landsat 7 Enhanced
Thematic Mapper Plus (ETMþ) data, whereas band 10 for Landsat 8 Operational Land
Imager (OLI)/Thermal Infrared Sensors (TIRS) data]. The whole study was performed by
using ArcGIS 9.3 software.

3. Methodology

3.1. Determination of different remote sensing indices

Different remote sensing indices are applied to extracting different types of land use/land
cover (LULC). In any urban area, the major LULC categories are vegetation, water bodies,
dry and wet soil, bare land, and built-up area. Thus, these six remote sensing indices
MNDWI, NDBaI, NDBI, NDVI, NDWI, and NMDI were selected for the present study
as these indices can be used to extract vegetation, water bodies, built-up area, soil, and
bare land by using their threshold values (Chen et al. 2006). MNDWI (Xu 2006) is used
to enhance the water bodies among the other land surfaces and it is inversely related to
LST. NDBaI (Zhao and Chen 2005) is generally used for bare land detection and is posi-
tively correlated to LST values. NDBI (Zha et al. 2003) is another remote sensing index
applied for detecting built-up land and is also correlates positively with LST. NDVI
(Tucker 1979) is a vegetation index used frequently in several fields of remote sensing
study including LST derivation. It generally builds an inverse correlation with LST.
NDWI (McFeeters 1996) is widely used for the extraction of the water surface and it nor-
mally generates a non-linear relationship with LST. NMDI (Wang and Qu 2007) is used
to identify the dry and wet soil and is negatively correlated to LST. These six remote sens-
ing indices (Table 1) were applied in the present study to assess their long-term annual
relationship with LST.

Table 1. Description of MNDWI, NDBaI, NDBI, NDVI, NDWI, and NMDI.

Acronym Description Formulation References

MNDWI Modified Normalized difference water index Green-SWIR/Greenþ SWIR Xu 2006
NDBaI Normalized difference bareness index SWIR-TIR/SWIRþ TIR Zhao and Chen 2005
NDBI Normalized difference built-up index SWIR-NIR/SWIRþNIR Zha et al. 2003
NDVI Normalized difference vegetation index NIR-Red/NIRþ Red Tucker 1979
NDWI Normalized difference water index Green-NIR/GreenþNIR McFeeters 1996
NMDI Normalized multi-band drought index [NIR-SWIR1þ SWIR2)]/

[NIRþ(SWIR1þ SWIR2)]
Wang and Qu 2007
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3.2. Retrieving LST from landsat thermal band

Many LST retrieval methods are applicable for different satellite sensors. The mono-
window algorithm (Qin et al. 2001; Yang et al. 2014; Garc�ıa-Santos et al. 2018; Wang
et al. 2019; Sekertekin and Bonafoni 2020), single-channel algorithm (Jim�enez-Mu~noz and
Sobrino 2003; Jim�enez-Mu~noz et al. 2009; Coll et al. 2012; Chatterjee et al. 2017), split-
window algorithm (McMillin 1975; Price 1984; Becker and Li 1990; Rozenstein et al.
2014), and radiative transfer equation (Yu et al. 2014; Zhu et al. 2020) are the main well-
known LST retrieval algorithms using Landsat thermal bands (Weng 2001; Weng and
Yang 2004; Zhang et al. 2016). Despite giving a good result, the radiative transfer equa-
tion cannot be applicable without in situ parameters of atmospheric profile at the satellite
pass. Although the split-window algorithm gives the accurate result, it was not used in
the study as only band 10 of Landsat 8 OLI/TIRS data was selected for LST generation
due to its better calibration (Barsi et al. 2014). The mono-window algorithm and single-
channel algorithm also provide good results. In this study, the mono-window algorithm
was applied to retrieve LST from multi-temporal Landsat satellite images. Ground emis-
sivity, atmospheric transmittance, and effective mean atmospheric temperature -these
three parameters are needed to derive the LST using the mono-window algorithm. At
first, the original TIR bands (100m resolution for Landsat 8 OLI/TIRS data, 120m reso-
lution for Landsat 5 TM data, and 60m resolution for Landsat 7 ETMþ data) were
resampled into 30m by USGS data centre for further application.

The TIR pixel values are firstly converted into radiance from digital number (DN) val-
ues. Radiance for TIR bands of Landsat 5 TM data and Landsat 7 ETMþ data are
obtained using Eq. (1) (https://www.earthexplorer.usgs.gov):

Lk ¼ LMAXk�LMINk

QCALMAX � QCALMIN

� �
� QCAL � QCALMIN½ � þ LMINk (1)

where, Lk is Top of Atmosphere (TOA) spectral radiance (Wm�2sr�1mm�1), QCAL is the
quantized calibrated pixel value in DN, LMINk (Wm�2sr�1mm�1) is the spectral radiance
scaled to QCALMIN , LMAXk (Wm�2sr�1mm�1) is the spectral radiance scaled to
QCALMAX , QCALMIN is the minimum quantized calibrated pixel value in DN and
QCALMAX is the maximum quantized calibrated pixel value in DN. LMINk, LMAXk,
QCALMIN , and QCALMAX values are obtained from the metadata file of Landsat 5 TM
data and Landsat 7 ETMþ data. Radiance for Landsat 8 TIR band is obtained from Eq.
(2) (Zanter 2019):

Lk ¼ ML:QCAL þ AL (2)

where, Lk is the TOA spectral radiance (Wm�2sr�1mm�1), ML is the band-specific multi-
plicative rescaling factor from the metadata, AL is the band-specific additive rescaling fac-
tor from the metadata, QCAL is the quantized and calibrated standard product pixel values
(DN). All of these variables can be retrieved from the metadata file of Landsat 8 data.

For Landsat 5 and Landsat 7 data, the reflectance value is obtained from radiances
using Eq. (3) (USGS):

qk ¼ p:Lk:d2

ESUNk: cos hs
(3)

where, qk is unitless planetary reflectance, Lk is the TOA spectral radiance
(Wm�2sr�1mm�1), d is Earth-Sun distance in astronomical units, ESUNk is the mean
solar exo-atmospheric spectral irradiances (Wm�2mm�1) and hs is the solar zenith angle
in degrees. ESUNk values for each band of Landsat 5 and Landsat 7 data can be obtained
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from the handbooks of the related mission. hs and d values can be attained from the
metadata file.

For Landsat 8 data, reflectance conversion can be applied to DN values directly as in
Eq. (4) (Zanter 2019):

qk ¼ Mq:QCAL þ Aq

sin hSE
(4)

where, Mq is the band-specific multiplicative rescaling factor from the metadata, Aq is the
band-specific additive rescaling factor from the metadata, QCAL is the quantized and cali-
brated standard product pixel values (DN) and hSE is the local sun elevation angle from
the metadata file.

Eq. (5) is used to convert the spectral radiance to at-sensor brightness temperature
(Wukelic et al. 1989; Chen et al. 2006):

Tb ¼ K2

ln K1
Lk
þ 1

� � (5)

where, Tb is the brightness temperature in Kelvin (K), Lk is the spectral radiance in
Wm�2sr�1mm�1; K2 and K1 are calibration constants. For Landsat 8 data, K1 is 774.89,
K2 is 1321.08 (Wm�2sr�1mm�1). For Landsat 7 data, K1 is 666.09, K2 is 1282.71
(Wm�2sr�1mm�1). For Landsat 5 data, K1 is 607.76, K2 is 1260.56 (Wm�2sr�1mm�1).

The land surface emissivity e, is estimated from Eq. (6) using the NDVI Thresholds
Method (Sobrino et al. 2001, 2004).

e ¼ evFv þ esð1�FvÞ þ de (6)

where, e is land surface emissivity, ev is vegetation emissivity, es is soil emissivity, Fv is
fractional vegetation, de is the effect of the geometrical distribution of the natural surfaces
and internal reflections that can be expressed by Eq. (7):

de ¼ ð1�esÞð1�FvÞFev (7)

where, ev is vegetation emissivity, es is soil emissivity, Fv is fractional vegetation, F is a
shape factor whose mean is 0.55, the value of de maybe 2% for mixed land surfaces
(Sobrino et al. 2004).

The fractional vegetationFv, of each pixel, is determined from the NDVI using Eq. (8)
(Carlson and Ripley 1997):

Fv ¼ NDVI�NDVImin

NDVImax � NDVImin

� �2

(8)

where, ðaÞNDVI<0:2 for bare soil; ðbÞNDVI>0:5 for vegetation; ðcÞ0:2< ¼ NDVI< ¼ 0:5
for mixed land with bare soil and vegetation (Sobrino et al. 2001, 2004).

Finally, the land surface emissivity e can be expressed by Eq. (9):

e ¼ 0:004 � Fv þ 0:986 (9)

where, e is land surface emissivity, Fv is fractional vegetation.
Water vapour content is estimated by Eq. (10) (Li 2006):

w ¼ 0:0981 � 10 � 0:6108 � exp
17:27 � ðT0�273:15Þ
237:3þ ðT0 � 273:15Þ

� �
� RH

� �
þ 0:1697 (10)

where, w is the water vapour content (g/cm2), T0 is the near-surface air temperature in
Kelvin (K), RH is the relative humidity (%). These parameters of atmospheric profile are
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obtained from the Meteorological Centre, Raipur (http://www.imdraipur.gov.in).
Atmospheric transmittance is determined for Raipur City using Eq. (11) and Table 2 (Qin
et al. 2001; Sun et al. 2010):

s ¼ 1:031412�0:11536w (11)

where, s is the total atmospheric transmittance, w is the water vapour content (g/cm2).
The effective mean atmospheric temperature of Raipur was also determined from

Table 3 (Qin et al. 2001; Sun et al. 2010):
Raipur City is located in the tropical region. Thus, Eq. (12) is applied to compute the

effective mean atmospheric transmittance of Raipur (Qin et al. 2001; Sun et al. 2010):

Ta ¼ 17:9769þ 0:91715T0 (12)

LST is retrieved from Landsat 5 TM and Landsat 8 OLI/TIRS satellite data by using
Eq. (13-15) (Qin et al. 2001):

Ts ¼ a 1� C � Dð Þ þ b 1� C � Dð Þ þ C þ Dð ÞTb � DTa½ �
C

(13)

C ¼ es (14)

D ¼ 1� sð Þ 1þ 1� eð Þs½ � (15)

where, e is the land surface emissivity, s is the total atmospheric transmittance, C and
D are internal parameters based on atmospheric transmittance and land surface emissiv-
ity, Tb is the at-sensor brightness temperature, Ta is the mean atmospheric temperature,
T0 is the near-surface air temperature, Ts is the land surface temperature, a ¼
�67:355351, b ¼ 0:458606:

4. Results and discussion

4.1. Spatial-temporal distribution of LST

The spatial distribution maps of LST derived from various Landsat data sets were shown
in Figure 2. The annual mean LST values from1988 to 2019 were generated (Table 4).
The mean LST value of a total of thirty-two years is 29.17 �C. It is only the average mean
LST value estimated from the available cloud-free data. As the data of all months for one
single year was not available the trend of LST cannot be determined properly. The high
LST value was found in the northwest and southeast Raipur.

4.2. Spatial distribution of MNDWI, NDBaI, NDBI, NDVI, NDWI, and NMDI

All the six remote sensing indices (MNDWI, NDBaI, NDBI, NDVI, NDWI, and
NMDI) including their mean values were generated using the VNIR, SWIR, and TIR
bands of Landsat data sets. Figure 3 presents the mean annual MNDWI values from
1988 to 2019. The high MNDWI values were found in the northwest and southeast
parts of the city. Figure 4 presents the mean annual NDBaI values for the period. The

Table 2. Atmospheric transmittance for four standard atmospheric conditions.

Atmospheric profiles Water Vapour (w) in g/cm2 Atmospheric transmittance (s)

High temperature 0.4-1.6 s¼ 0.974290-0.080076w
High temperature 1.6-3.0 s¼ 1.031412-0.11536w
Low temperature 0.4-1.6 s¼ 0.982007-0.09611w
Low temperature 1.6-3.0 s¼ 1.053710-0.14142w
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Table 3. Effective mean atmospheric temperature for four standard atmospheres..

Standard atmosphere Effective mean atmospheric temperature (Ta) in Kelvin

For USA 1976 Ta ¼ 25.9396þ 0.88045T0
For tropical Ta ¼ 17.9769þ 0.91715T0
For mid-latitude summer Ta ¼ 16.0110þ 0.92621T0
For mid-latitude winter Ta ¼ 19.2704þ 0.91118T0

Figure 2. Spatial distribution of mean LST (1988–2019).

GEOCARTO INTERNATIONAL 7



southeast section of the study area is characterized by barren land where NDBaI values
are higher. Figure 5 shows the mean annual NDBI values. The higher NDBI values are
concentrated in the southeast and northwest parts which are under the built-up area or
bare surface. Figure 6 is related to the distribution of mean annual NDVI values. The
southwest and northeast portions of the area with higher vegetation density present the
high NDVI values. Figure 7 shows the mean annual NDWI values during the entire
span of the study. The NDWI values are higher in the water areas that are sparsely
concentrated in the central and south-eastern parts. The high values of NMDI are
observed in the south-central part (Figure 8). The average annual values of MNDWI,
NDWI, and NMDI were slightly increased in the later years, whereas the average
annual values of NDBaI and NDBI were slightly increased in the later years compared
to the earlier years. Actually, the mean values of LST and six spectral indices for all the
available Landsat images have been used in an individual year. It is possible that in a
particular year, most of the images are available from a specific season. Hence, the
mean value of LST or spectral indices of a particular year may be significantly low or
high compared to the other years and it is reflected in the final resultant figures. The
mean annual value of MNDWI, NDBaI, NDBI, NDVI, NDWI, and NMDI were
�0.25602, �0.30945, 0.139069, 0.086088, �0.12566, and 0.112952, respectively during
the entire period of study.

Figure 9 shows the mean LST values from 1988 to 2019. In the early years, the mean
LST values are much lesser. From 2001, the values have risen significantly. After 2013, the

Table 4. Mean annual values of LST, MNDWI, NDBaI, NDBI, NDVI, NDWI, and NMDI (1988–2019).

Date of acquisition Mean LST Mean MNDWI Mean NDBaI Mean NDBI Mean NDVI Mean NDWI Mean NMDI

1988 26.72 �0.37 �0.22 0.20 0.14 �0.17 0.08
1989 28.22 �0.39 �0.17 0.25 0.09 �0.16 0.06
1990 29.50 �0.39 �0.22 0.26 0.10 �0.14 0.06
1991 26.79 �0.29 �0.29 0.13 0.15 �0.17 0.10
1992 26.84 �0.38 �0.24 0.20 0.11 �0.19 0.08
1993 25.86 �0.39 �0.24 0.22 0.09 �0.18 0.07
1994 27.01 �0.39 �0.21 0.24 0.07 �0.16 0.06
1995 28.06 �0.39 �0.28 0.22 0.11 �0.18 0.07
1996 23.45 �0.32 �0.33 0.06 0.25 �0.26 0.14
1998 27.30 �0.34 �0.34 0.17 0.15 �0.18 0.09
1999 25.93 �0.23 �0.37 0.08 0.12 �0.15 0.17
2000 30.00 �0.13 �0.16 0.16 �0.07 0.03 0.18
2001 31.39 �0.23 �0.20 0.17 0.02 �0.06 0.14
2002 31.24 �0.11 �0.20 0.20 �0.11 0.08 0.16
2003 30.80 �0.12 �0.19 0.23 �0.17 0.12 0.16
2004 30.06 �0.34 �0.31 0.16 0.13 �0.19 0.11
2005 30.10 �0.34 �0.28 0.19 0.08 �0.15 0.09
2006 29.04 �0.31 �0.31 0.16 0.10 �0.15 �0.03
2007 32.31 �0.33 �0.27 0.21 0.04 �0.12 0.09
2008 31.65 �0.30 �0.34 0.19 0.05 �0.11 0.10
2009 31.06 �0.25 �0.31 0.18 0.07 �0.13 0.13
2010 31.99 �0.29 �0.30 0.19 0.04 �0.11 �0.18
2011 29.89 �0.31 �0.33 0.16 0.10 �0.15 0.11
2013 31.34 �0.09 �0.43 �0.02 0.11 �0.11 �0.10
2014 29.74 �0.09 �0.41 �0.02 0.12 �0.12 �0.18
2015 30.66 �0.10 �0.42 �0.01 0.12 �0.11 0.30
2016 29.36 �0.08 �0.44 �0.03 0.12 �0.11 0.31
2017 30.73 �0.08 �0.44 �0.01 0.10 �0.10 0.30
2018 28.50 �0.07 �0.42 �0.03 0.11 �0.10 0.31
2019 29.40 �0.08 �0.44 �0.03 0.12 �0.12 0.31
1988-2019 29.17 �0.25 �0.30 0.13 0.08 �0.12 0.11
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values have declined. However, it should be remembered that the LST values were esti-
mated by using the available satellite data.

The mean values of the spectral indices from 1988 to 2019 were shown in Figure 10.
The NDBI, NDVI, and NDWI values are more stable than the MNDWI, NDBaI, and
NMDI. After 2013, more deviation was seen in the mean NDBI, MNDWI, NDBaI, and
NMDI values. It means that Landsat 8 data has more fluctuation in the reflectance values
of SWIR bands compared to the Landsat 5 and Landsat 7 satellite sensors. Figure 11
shows the year-wise change in mean LST (1988-2019). In the earlier periods, the trend

Figure 3. Spatial distribution of mean MNDWI (1988–2019).
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was almost rising while it was almost falling from 2002 to 2006. After 2006, the trend of
LST was falling and rising in every alternate year.

Figure 12 presents the year-wise change in the values of the spectral indices from
1988 to 2019. The NMDI values are more fluctuating than the other spectral indices. In
the earlier and the later periods, the spectral indices have very little deviation compared
to the middle years. Especially, for the last four years, all the spectral indices are
very stable.

Figure 4. Spatial distribution of mean NDBaI (1988–2019).
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4.3. Estimation of the variability of LST-MNDWI, LST-NDBaI, LST-NDBI, LST-NDVI,
LST-NDWI, and LST-NMDI relationships

Table 5 represents the annual average correlation coefficients (r) of Pearson’s linear cor-
relation method between LST and six remote sensing indices by using the student’s two-
tailed test (0.05 significance level). LST builds a negative correlation with MNDWI,
NDVI, and NMDI, while it builds a positive correlation with NDBI, NDBaI, and NDWI
(Table 5). The annual mean r was determined between LST and six remote sensing indi-
ces. Here, the LST-NDBI correlation builds the best positive (r¼ 0.65) among the six

Figure 5. Spatial distribution of mean NDBI (1988–2019).
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LST-remote sensing indices correlation analyses because NDBI values are increased with
the expansion of the built-up area which is the reason for high LST generation. LST-
NMDI builds a strong negative correlation (r ¼ �0.54) as the higher NMDI value in an
urban area is responsible for low LST. LST-NDVI and LST-MNDWI reflect a moderate
negative correlation (r ¼ �0.38) as the high NDVI indicates the high green areas and low
LST. A moderate positive correlation (r¼ 0.30) is found between LST and NDBaI as in
the mixed urban area. NDBaI is used for the extraction of bare and semi-bare lands of a
particular region. Only NDWI presents a weak positive correlation (r¼ 0.19) and it is also

Figure 6. Spatial distribution of mean NDVI (1988–2019).
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too inconsistent. In this urban area, the bare and semi-bare lands are mainly composed of
various kinds of mixed heterogeneous materials. Among these, some materials (rock frag-
ments, mineral grains, dry soil, or artificial set-up) enhances the LST, whereas other mate-
rials (wet soil, biotic components, marshy wetlands, or wastelands) reduces the LST.

Figure 13 and Table 5 show a long-term LST-remote sensing indices annual rela-
tionship. The figure depicts that LST builds a strong and stable negative correlation (r
¼ �0.54) with NMDI. The negativity is gradually decreasing from the early years to
the later years. LST builds a moderate negative correlation (r ¼ �0.38) with NDVI and

Figure 7. Spatial distribution of mean NDWI (1988–2019).
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MNDWI. The negativity of the LST-MNDWI correlation decreases with time, while
LST-NDVI shows a comparatively stable correlation. A strong and very stable positive
correlation (r¼ 0.65) is found between LST and NDBI. LST builds a moderate positive
correlation (r¼ 0.30) with NDBaI and a weak positive correlation (r¼ 0.19) with
NDWI. But, the nature of these relationships is different from each other. In LST-
NDBaI correlation positivity decreases with time, whereas positivity increases in LST-
NDWI correlation.

Figure 8. Spatial distribution of mean NMDI (1988–2019).
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Figure 9. Mean values of LST from 1988 to 2019.

Figure 10. Mean values of the spectral indices from 1988 to 2019.

Figure 11. Year-wise change in mean LST from 1988 to 2019.
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The variability and consistency of the relationships between LST and six remote sens-
ing indices were measured by using the standard deviation (SD) and coefficient of vari-
ation (CV). Table 6 presents the variability of these LST-remote sensing indices
relationships. High values of SD and CV indicate the high variability or low consistency
of the data and vice-versa.

Figure 12. Year-wise change in the values of the spectral indices from 1988 to 2019.

Table 5. Mean annual correlation coefficients (r) of LST-remote sensing indices correlation analyses from 1988 to
2019 (0.05 level of significance).

Date of acquisition LST-MNDWI LST-NDBaI LST-NDBI LST-NDVI LST-NDWI LST-NMDI

1988 �0.47 0.47 0.66 �0.38 0.11 �0.53
1989 �0.40 0.33 0.60 �0.34 0.09 �0.49
1990 �0.52 0.50 0.72 �0.42 0.16 �0.64
1991 �0.51 0.44 0.68 �0.35 0.16 �0.59
1992 �0.50 0.47 0.65 �0.35 0.12 �0.58
1993 �0.48 0.44 0.68 �0.34 0.09 �0.56
1994 �0.47 0.43 0.65 �0.38 0.12 �0.53
1995 �0.47 0.43 0.61 �0.24 0.01 �0.52
1996 �0.47 0.55 0.77 �0.52 0.34 �0.69
1998 �0.43 0.43 0.61 �0.23 0.03 �0.48
1999 �0.43 0.49 0.63 �0.29 0.10 �0.50
2000 �0.53 0.51 0.75 �0.47 0.19 �0.60
2001 �0.44 0.47 0.77 �0.58 0.39 �0.63
2002 �0.52 0.51 0.77 �0.51 0.28 �0.60
2003 �0.52 0.41 0.70 �0.43 0.18 �0.57
2004 �0.36 0.31 0.65 �0.39 0.21 �0.52
2005 �0.37 0.29 0.64 �0.37 0.19 �0.50
2006 �0.34 0.25 0.64 �0.37 0.20 �0.54
2007 �0.42 0.29 0.68 �0.40 0.18 �0.57
2008 �0.36 0.21 0.62 �0.30 0.14 �0.50
2009 �0.26 0.12 0.61 �0.42 0.27 �0.46
2010 �0.32 0.16 0.63 �0.36 0.21 �0.58
2011 �0.21 0.10 0.62 �0.43 0.31 �0.42
2013 �0.23 0.07 0.60 �0.43 0.25 �0.58
2014 �0.23 0.06 0.59 �0.33 0.22 �0.58
2015 �0.26 0.06 0.60 �0.33 0.21 �0.49
2016 �0.20 0.08 0.59 �0.37 0.26 �0.46
2017 �0.22 0.04 0.57 �0.34 0.23 �0.44
2018 �0.23 0.09 0.60 �0.36 0.23 �0.45
2019 �0.14 0.03 0.60 �0.43 0.34 �0.46
1988-2019 �0.38 0.302343 0.65 �0.38 0.19 �0.53
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It is clear from the table that LST-NDBI (CV¼ 9.09) and LST-NMDI (CV¼ 12.11)
relationships were the most consistent among the six relationships. It is mainly because
the NDBI and NMDI are more consistent in an urban environment. LST-NDVI, LST-
MNDWI, and LST-NDWI have moderate variability as NDVI, NDWI, and MNDWI
varies moderately with the season. LST-NDBaI (CV¼ 60.21) is the most variable relation-
ship among the LST and six remote sensing indices due to the high spatiotemporal and
seasonal variability of NDBaI in any urban area.

The study reflects the relationship between LST and the various spectral indices to take
new action in environmental planning and management of any city. The area has a posi-
tive correlation promotes the LST whereas the area with a negative correlation reduces
the LST. Hence, the environmental planners should select the areas with positive correl-
ation and must take the necessary actions to convert them in the areas where the correl-
ation will be negative. In this way, the fallow or barren lands can be converted into parks,
wetlands, or artificial water bodies. Forest or dense vegetation must be protected and
social forestry can be introduced at a large scale. Most of the industrial and commercial
activities must be restrained in particular areas located far away from the dense residential
places. A specific area of the city should be allotted as wasteland. Thus, the correlation
between LST and the spectral indices significantly determines the vulnerable area of the
city and the ecological health of the city could be improved by converting these vulner-
able places into vegetation and water bodies.

5. Conclusion

In this paper, two hundred and ten cloud-free Landsat datasets from 1988 to 2019 were
used to determine the relationship of LST with six remote sensing indices (MNDWI,
NDBaI, NDBI, NDVI, NDWI, and NMDI) in Raipur City. The mono-window algorithm
was applied for retrieving LST using two hundred and ten multi-temporal Landsat images

Figure 13. Annual assessment on LST-remote sensing indices relationship (1988 to 2019) (0.05 level of significance).

Table 6. Variability of LST-remote sensing indices relationship (1988–2019).

1988-2019 LST-MNDWI LST-NDBaI LST-NDBI LST-NDVI LST-NDWI LST-NMDI

Mean �0.38192 0.302343 0.653648 �0.3839 0.196367 �0.53852
Standard deviation (SD) 0.118983 0.182046 0.059413 0.078485 0.091089 0.065217
Coefficient of variation (CV) 31.15 60.21 9.09 20.44 46.39 12.11
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of different sensors. The correlation coefficients vary from strong positive (r¼ 0.65 for
LST-NDBI) to moderate positive (r¼ 0.30 for LST-NDBaI) and weak positive (r¼ 0.19 for
LST-NDWI), and from strong negative (r ¼ �0.54 for LST-NMDI) to moderate negative
(r ¼ �0.38 for LST-NDVI and LST-MNDWI). LST-NDBI correlation was the most con-
sistent (CV¼ 9.09) and the LST-NDBaI correlation was the most variable (CV¼ 60.21)
among the six LST-remote sensing indices correlation during the entire study period. The
study will be helpful for the urban planning and management division of Raipur City.
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)e present study monitors the interrelationship of land surface temperature (LST) with normalized difference vegetation index
(NDVI) in Raipur City of India using premonsoon Landsat satellite sensor for the season of 2002, 2006, 2010, 2014, and 2018. )e
results describe that the mean LSTof Raipur City is gradually increased with time. )e value of mean NDVI is higher in the area
below mean LSTcompared to the area above mean LST. )e value of mean NDVI is also higher in Landsat 8 data than Landsat 5
and Landsat 7 data. A strong negative LST-NDVI correlation is observed throughout the period. )e correlation coefficient is
higher in the area above mean LSTand lower in the area belowmean LST.)e value of the correlation coefficient is decreased with
time. )e mixed urban landscape of the city is closely related to the changes of LST-NDVI relationship. )ese results provide
systematic planning of the urban environment.

1. Introduction

)ermal infrared (TIR) bands of satellite images often regulate
the biogeochemical actions of the Earth surface features [1–4].
Land surface temperature (LST) determination from TIR
bands is very important as it depends on the land surface
material and varies from time to time [5]. Fast urbanization
rapidly changes the characteristics of the surface components
[6]. Natural vegetation is one of the most significant features
that control the variation of LST distribution [7]. )e most
commonly used vegetation index is normalized difference
vegetation index (NDVI) which is significantly applied in the
computation of LST [8–11]. )ere are so many factors like
climate, types of vegetation, land use, urbanization, etc., that
influence the LST-NDVI correlation [12–14].

A number of research scholars recently attempted to
build the LST-NDVI correlation [12, 15–17]. Some previous
attempts were spatiotemporal in nature and were mainly
conducted on the big cities like Tokyo, Shanghai,
Chongqing, Shijiazhuang, Rome, Shiraz, Melbourne,
Bangkok, Monte Hermoso, Beijing, Islamabad [18–27], etc.

But, the discussion based on the LST-NDVI correlation in an
Indian city in premonsoon season was rare.

)e surface configurations naturally control the spatial
and temporal resolution of any satellite sensor [28]. Gen-
erally, LST builds an inverse relationship with vegetation
[29]. NDVI acts as a determining factor of LST [30], and
some studies used the LST-NDVI correlation to evaluate the
distributional pattern of LST [31–36]. A lot of recent studies
assess the LST-NDVI correlation in multidimensional ap-
proach [2, 32, 37–48].

Many recent research works conducted on the Indian
context describe the LST-NDVI correlation [49–54]. To
discuss the spatial-temporal variation of LST-NDVI corre-
lation in the premonsoon season, Raipur, a smart and
rapidly growing Indian city, was selected. )e study reflects
the following specific objectives:

(1) Describe the spatiotemporal distribution of LST and
NDVI in the premonsoon months.

(2) Analyze the LST-NDVI correlation in the pre-
monsoon months.
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2. Study Area and Data

Raipur, the capital and the largest city of Chhattisgarh, India,
was selected as the study area which extends between

21°11′22″N to 21°20′02″N and 81°32′20″E to 81°41′50″E
with an elevation of 280–310m (Figure 1). )e average
annual temperature of the city is around 27–30°C.)e entire
work conducted on the hot and dry premonsoon months
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Figure 1: Location of the study area.

Table 1: Description of Landsat data from different sensors.

Date of acquisition Satellite sensor Time Path/row Cloud cover (%)
25-Apr-2002 Landsat 7 ETM+ 04:44:54 142/044 0.00
11-May-2002 Landsat 7 ETM+ 04:44:54 142/044 5.00
28- Apr-2006 Landsat 5 TM 04:48:00 142/044 2.00
15-Jun-2006 Landsat 5 TM 04:48:12 142/044 4.00
07-Apr-2010 Landsat 5 TM 04:47:02 142/044 0.00
23-Apr-2010 Landsat 5 TM 04:46:59 142/044 0.00
25-May-2010 Landsat 5 TM 04:46:51 142/044 0.00
17-Mar-2014 Landsat 8 OLI_TIRS 04:26:36 142/044 0.00
02-Apr-2014 Landsat 8 OLI_TIRS 04:26:19 142/044 0.00
20-May-2014 Landsat 8 OLI_TIRS 04:25:38 142/044 5.46
05-Jun-2014 Landsat 8 OLI_TIRS 04:25:45 142/044 0.02
12-Mar-2018 Landsat 8 OLI_TIRS 04:55:43 142/044 2.10
28-Mar-2018 Landsat 8 OLI_TIRS 04:55:36 142/044 0.01
15-May-2018 Landsat 8 OLI_TIRS 04:55:08 142/044 0.30
16-Jun-2018 Landsat 8 OLI_TIRS 04:55:01 142/044 2.31
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Table 2: Derivation of normalized difference vegetation index (NDVI).

Acronym Description Formulation Reference
NDVI Normalized difference vegetation index (NIR − Red)/(NIR + Red) [60]
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Figure 2: Variation in the distribution of LST (°C): (a1-a2) 2002, (b1-b2) 2006, (c1–c3) 2010, (d1–d4) 2014, and (e1-e4) 2018.
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(March, April, May, and June). )e range of the maximum
temperature of the premonsoon months lies between
40–45°C. )e total population of Raipur is 1,010,087. Lit-
eracy rate and sex ratio are 86.45% and 945, respectively.

Five Landsat 5 )ematic Mapper (TM), two Landsat 7
Enhanced )ematic Mapper Plus (ETM+), and eight
Landsat 8 Operational Land Imager (OLI)/)ermal Infrared
Sensors (TIRS) data of premonsoon seasons with four years
interval were freely downloaded from the United States
Geological Survey website (https://earthexplorer.usgs.gov)
to use in the present study (Table 1). Different types of

Landsat satellite sensors overpass the Raipur City of India
between 04:25 and 04:56 GreenwichMean Time (09:55 to 10:
26 AM Indian Standard Time). )e data were obtained with
maximum illumination which is needed in LST related
study. ArcGIS 9.3 software was used to conduct the entire
computation.

3. Methodology

Geometric correction, radiometric correction, and resam-
pling are the required preprocessing steps for using the

Table 3: Temporal variations in the distribution of LST (oC) (2002–2018).

Date LST (minimum) LST (maximum) LST (mean) LST (standard deviation)
Mean 2002 22.08 36.56 31.91 1.82
Mean 2006 25.83 41.83 35.62 2.06
Mean 2010 25.82 43.35 37.42 2.22
Mean 2014 31.26 47.27 40.49 2.03
Mean 2018 33.98 50.40 43.53 2.11
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Figure 3: Distribution of mean LST (°C): (a) 2002 (b) 2006 (c) 2010 (d) 2014 (e) 2018.
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Landsat images. LSTwas determined by using the TIR bands
(band 6 for TM and ETM+data, and band 10 for OLI and
TIRS data).

3.1. Image Preprocessing and Atmospheric Correction. )e
satellite data acquired from Landsat sensors were subset to
limit the data size. )e thermal infrared bands of Landsat
sensors were resampled at 30m resolution using the nearest
neighbour algorithm to match the optical bands. Atmo-
spheric correction of the satellite data was performed by the
following steps.

For optical bands of Landsat data, the following equation
is used to converting a Digital Number into spectral
reflectance:

ρλ � Mρ × Qcal + Aρ, (1)

where ρλ is the spectral reflectance at top-of-atmosphere
(TOA) without correction for solar angle (Unitless), Qcal is
the Level 1 pixel value in Digital Number (DN), Mρ is the
reflectance multiplicative scaling factor for the band
(REFLECTANCE_MULT_BAND_n from the metadata),
and Aρ is the reflectance additive scaling factor for the band
(REFLECTANCE_ADD_BAND_N from the metadata).)e
ρλ is corrected with local sun elevation angle θs by the
following equation:

ρ′λ �
ρλ

sin(θs)
. (2)

For TIR band of Landsat data, a similar calibration
equation is used:

Lλ � ML × Qcal + AL, (3)

where Lλ is the spectral radiance at TOA in
Wm−2sr−1mm−1, Qcal is the Level 1 pixel value in Digital
Number (DN), ML is the radiance multiplicative scaling
factor for the band (RADIANCE_MULT_BAND_n from
the metadata), and AL is radiance additive scaling factor for
the band (RADIANCE_ADD_BAND_n from the
metadata).

3.2. LST Estimation Using Landsat Satellite Sensors. In the
present study, the LST was determined by using the mon-
owindow algorithm [55] in which the three necessary ele-
ments are atmospheric transmittance, ground emissivity,
and effective mean atmospheric temperature.

)e original TIR bands of Landsat datasets were
resampled into 30m. )e equations are as follows:

Lλ � RadianceMultiBand × DN + RadianceAddBand,

(4)

where Lλ is spectral radiance (Wm−2sr−1mm−1).

Tb �
K2

ln K1/Lλ(  + 1( 
, (5)

where Tb is the at-sensor brightness temperature (Kelvin);
K2 and K1 are calibration constants for Landsat datasets.

Table 4: Correlation coefficients between Landsat and MODIS sensors derived mean LST.

Acquisition date (Landsat data) Acquisition date (MODIS data) Correlation coefficient
25-Apr-2002 25-Apr-2002 0.72
11-May-2002 11-May-2002 0.68
28- Apr-2006 29- Apr-2006 0.75
15-Jun-2006 17-Jun-2006 0.79
07-Apr-2010 06-Apr-2010 0.71
23-Apr-2010 22-Apr-2010 0.78
25-May-2010 24-May-2010 0.67
17-Mar-2014 16-Mar-2014 0.79
02-Apr-2014 01-Apr-2014 0.76
20-May-2014 19-May-2014 0.64
05-Jun-2014 04-Jun-2014 0.72
12-Mar-2018 13-Mar-2018 0.62
28-Mar-2018 27-Mar-2018 0.68
15-May-2018 12-May-2018 0.70
16-Jun-2018 15-Jun-2018 0.73

Table 5: Temporal variations in the distribution of NDVI for whole Raipur City (2002–2018).

Date of acquisition NDVI (minimum) NDVI (maximum) NDVI (mean) NDVI (standard deviation)
Mean −0.23 0.56 0.00 0.07
Mean −0.19 0.52 0.09 0.08
Mean −0.21 0.50 0.02 0.06
Mean −0.11 0.48 0.14 0.07
Mean −0.12 0.44 0.12 0.06
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Fv �
NDVI − NDVImin

NDVImax − NDVImin
 

2

, (6)

where NDVImin is the minimum value (0.2) of NDVI for
bare soil pixel and NDVImax is the maximum value (0.5) of
NDVI for healthy vegetation pixel.

dε is the geometric distribution effect for the natural
surface and internal reflection.)e value of dεmay be 2% for
mixed and elevated land surfaces.

dε � 1 − εs(  1 − Fv( Fεv, (7)

where εs is soil emissivity; Fv is fractional vegetation; F is a
shape factor (0.55); and εv is vegetation emissivity.

ε � εvFv + εs 1 − Fv(  + dε, (8)

where ε is land surface emissivity. )e value of ε is calculated
by the formula given below:

ε � 0.004 × Fv + 0.986. (9)

Water vapour content is determined by the following
equation:

w � 0.0981 × 10 × 0.6108 × exp
17.27 × T0 − 273.15( 

237.3 + T0 − 273.15( 
 

× RH + 0.1697,

(10)

where w is water vapour content (g/cm2); T0 is near-surface
air temperature (Kelvin); RH is relative humidity (%). )e
information on these parameters was provided by the
Meteorological Centre, Raipur.

τ � 1.031412 − 0.11536w, (11)

where τ is the total atmospheric transmittance.
)e effective mean atmospheric transmittance of Raipur

City was determined as follows [33]:
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Figure 5: Distribution of mean NDVI: (a) 2002, (b) 2006, (c) 2010, (d) 2014, and (e) 2018.
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Figure 7: NDVI in the area above mean LST: (a-b) 2002, (c-d) 2006, (e–g) 2010, (h–k) 2014, and (l–o) 2018. )e black portion of the maps
shows the area below mean LST.
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Ta � 17.9769 + 0.91715T0,

Ts �
a(1 − C − D) +(b(1 − C − D) + C + D)Tb − DTa 

C
,

C � ετ,

D � (1 − τ)[1 +(1 − ε)τ],

(12)

where Ta is mean atmospheric temperature and Ts is land
surface temperature; a � −67.355351 and b � 0.458606.

3.3. NDVI EstimationUsing Landsat Sensors. Many previous
research works applied various remote sensing indices to
extract various land use classes [8, 18, 23, 24, 33, 34, 49, 56].
Here, only NDVI was applied to correlate with LST. NDVI
can be used to estimate other LULC types along with green
vegetation [33, 57–60]. Red and NIR bands of Landsat data
are used to determine NDVI (Table 2).

4. Results and Discussion

4.1. Spatiotemporal Contrast in the Distribution of LST.
Figure 2 presents the distribution of LST in the premonsoon
months from 2002 to 2018 with a four years interval (Ta-
ble 3). )e average of annual mean LST value lies between
31.91°C (2002) and 43.53°C (2018). )e north-west and the
southeast parts of the study area, which are under open bare
land, experience higher LST values. )e lower values of LST
are observed in central regions of the city because of the
presence of park, scattered trees, wetlands, and water bodies
(Figure 3).

4.2. Validation of the Result by Using Other Satellite Data.
Any satellite retrieved LSTneeds a proper validation with an
in situ measurement or other satellite retrieved LST [2].
Here, MODIS data were used to validate the values of LST.
As MODIS and Landsat sensors cannot pass over the same
region in a particular date, MOD11A1 data (reso-
lution—1 km) of the following particular dates (Table 4)
were used to validate for the resulting LST. )ese particular
dates were free from any cloud coverage or precipitation.
TIR bands of MODIS sensor (1 km) and Landsat sensors
(120m, 120m, and 100m for Landsat 5, 7, and 8 sensors,
respectively). Landsat and MODIS sensors provide a slightly
different value of LST due to water vapour content,
resamplingmethod, and different passing time of the sensors

[56]. After performing the downscaling process, a significant
correlation coefficient was found between the Landsat de-
rived mean LST and corresponding MODIS derived mean
downscaled LST (Table 4).

4.3. Variation in NDVI Distribution for Multitemporal
Landsat Data. Red and NIR bands are required to derive
the formula of NDVI [60]. Table 5 represents the value of
NDVI for the Landsat satellite images during the study
period. Figure 4 presents the spatial and temporal status of
NDVI for the whole study area, date-wise and year-wise.
Southwest and northeast portions of the city reflect higher
NDVI values due to high percentage of green vegetation.
)e average values of maximum NDVI were gradually
decreased (0.56 in 2002, 0.52 in 2006, 0.50 in 2010, 0.48 in
2014, and 0.44 in 2018) since the beginning of the study. It
means that vegetation was lost at a substantial rate. )e
spatial distribution of LST and NDVI exhibits an opposite
direction (Figure 5).

4.4. Spatiotemporal Distribution of NDVI during the Entire
Period. Figure 6 shows the area above mean LST (pink part)
and the area below mean LST (black part) for every single
image during the period of study. Figure 7 and Table 6
represent the temporal variation in the NDVI distribution
values for the area has more thanmean LSTduring the entire
period. )e black portion of the maps shows the area below
mean LST (Figure 7). Generally, it seems to have an increase
in NDVI values with time. But, there is no such particular
pattern of increase of NDVI. 2014 and 2018 have greater
NDVI values (maximum and mean NDVI) than the earlier
years.

Figure 8 and Table 7 represent the temporal variation in
the spatial distribution of NDVI values in the area below
mean LST. )e black portion of the maps shows the area
above mean LST (Figure 8). A steady decreasing trend has
been observed in the values of mean NDVI. )e value of
maximumNDVI is much higher in the area belowmean LST
than in the area above mean LST.

Figure 9 shows the graphical presentation of the spatial
and temporal change of mean NDVI for the area having less
than mean LST, the area having more than mean LST, and
the whole area of the city. )e overall trend is increasing in
nature. In 2006, the mean NDVI values were more than in
2002. )e values were reduced again in 2010. From 2010 to
2014, a high slope was found in mean NDVI values. In 2014
and 2018, the trend line was quite stable. It is clear from
Figure 9 that mean NDVI values are higher for Landsat 8

Table 6: Temporal variations of NDVI in the area above mean LST (2002–2018).

Year NDVI (minimum) NDVI (maximum) NDVI (mean) NDVI (standard deviation)
Mean 2002 −0.14 0.21 −0.02 0.03
Mean 2006 −0.09 0.34 0.06 0.05
Mean 2010 −0.18 0.30 0.01 0.04
Mean 2014 −0.03 0.39 0.12 0.05
Mean 2018 −0.08 0.34 0.11 0.04
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Figure 8: NDVI in the area below mean LST: (a-b) 2002, (c-d) 2006, (e–g) 2010, (h–k) 2014, and (l–o) 2018. )e black portion of the maps
shows the area above mean LST.

Advances in Meteorology 11



data, whereas these values were lower for Landsat 5 or
Landsat 7 data. )is variation of mean NDVI in different
Landsat sensors is mainly due to the configuration of the
sensors as the spectral resolution of NIR band of Landsat 8
data (0.851–0.879 μm wavelength) is different from the NIR
band of Landsat 5 data (0.760–0.900 μm wavelength) or
Landsat 7 data (0.770–0.900 μm wavelength). Further, the
year-wise analysis of NDVI has been shown in Figure 10.)e
diagram shows that the values of maximum NDVI are
gradually decreasing with time, whereas the values of
minimum NDVI and mean NDVI are increasing. )e result
is quite significant as it reflects the loss of urban vegetation
within the entire time period.

4.5. LST-NDVI Correlation in the Whole City, Above Mean
LSTAreas, andBelowMeanLSTArea. LST builds a strong to
moderate stable negative correlation with NDVI in the
whole Raipur City during the study period. Figure 11 shows
a date-wise correlation. )e LST-NDVI correlation is
moderate to strong negative for the whole area, whereas the
correlation does not show any specific pattern for below
mean LST zones and above mean LST zones, separately.
Figure 12 shows a year-wise correlation. )e negativity was
almost gradually decreased with time. In the area above
mean LST, this correlation is moderately negative and it is
stable as these regions mainly cover a high proportion of
urban vegetation. In the area below mean LST, LST builds a

Table 7: Temporal variations of NDVI in the area below mean LST (2002–2018).

Date of acquisition NDVI (minimum) NDVI (maximum) NDVI (mean) NDVI (standard deviation)
Mean −0.23 0.57 0.04 0.10
Mean −0.19 0.52 0.11 0.09
Mean −0.21 0.50 0.04 0.08
Mean −0.11 0.48 0.17 0.07
Mean −0.12 0.44 0.14 0.06
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moderate to weak correlation with NDVI and some fluc-
tuations are present in this relationship due to the different
land compositions.

5. Conclusion

)e present study monitors the LST-NDVI correlation using
different Landsat satellite sensors of the premonsoon season
for a specific time interval. Mean LST was a significant
measurement for the study as it performs in the area above
mean LST as well as in the area below mean LST along with
the whole Raipur City. From 2002 to 2018 premonsoon
months, the LST was increased by 11.62°C. )e LST-NDVI
correlation was negative for the study area throughout the
period. For Landsat 8 data, mean NDVI values are higher
than the other Landsat sensors and thus, the mean NDVI
values become higher in recent times. )e area below mean
LST has a weaker correlation than the area above mean LST.
)e strength of the correlation was reduced gradually with

time. Future urban and environmental planning in the
premonsoon season can be implemented using the spatio-
temporal variation of LST-NDVI relationship.
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Abstract
Land surface temperature (LST) and its relationship with normalized difference vegetation index (NDVI) are significantly 
considered in environmental study. The aim of this study was to retrieve the LST of Raipur City of tropical India and to 
explore its seasonal relationships with NDVI. Landsat images of four specific seasons for three particular years with 
fourteen years time interval were analyzed. The result showed a gradual rising (3.63 °C during 1991–2004 and 1.54 °C 
during 2004–2018) of LST during the whole period of study. The mean LST value of three particular years was the low-
est (27.21 °C) on green vegetation and the highest (29.81 °C) on bare land and built-up areas. The spatial distribution of 
NDVI and LST reflects an inverse relationship. The best (− 0.63) and the least (− 0.17) correlation were noticed in the post-
monsoon and winter seasons, respectively, whereas a moderate (− 0.45) correlation were found both in the monsoon and 
pre-monsoon seasons. This LST-NDVI correlation was strong negative (− 0.51) on vegetation surface, moderate positive on 
water bodies (0.45), and weak positive on the built-up area and bare land (0.14). In summary, the LST is greatly controlled 
by surface characteristics. This study can be used as a reference for land use and environmental planning in a tropical city.

Keywords Landsat · LST · NDVI · Tropical city

1 Introduction

Urbanization accelerates the ecological stress by warming 
the local or global cities for a large extent [1–6]. Presently, 
many urban areas are suffering with a huge land conver-
sion and resultant new heat zones [7–9]. Remote sensing 
techniques are significantly effective in detecting the 
land use/land cover (LULC) change and its consequences 
[10]. Several satellite sensors are capable to identify these 
change zones by using their visible and near-infrared 
(VNIR) and shortwave infrared (SWIR) bands [11]. Apart 
from the conventional LULC classification algorithms, 
some spectral indices are used in detecting specific land 
features. Normalized difference vegetation index (NDVI) 
can be considered as the most applied spectral index in 
this scenario [12]. Recently, thermal infrared (TIR) bands 
are also used by generating some indices for different 

types of LULC extraction [13–15]. These remote sensing 
indices are used significantly in several application fields 
like rocks and mineral mapping, forest mapping, agricul-
tural monitoring, LULC mapping, hazard mapping, urban 
heat island mapping and monitoring, among others [14, 
16–19].

Land surface temperature (LST) retrieved from several 
remotely sensed data is widely used in the detection of 
urban heat island and ecological comfort zone [20–23]. 
LST can change significantly in a vast homogeneous land 
surface or even inside a relatively small heterogeneous 
urban area [14, 24, 25]. Different types of LULC response 
differently in TIR band and consequently LST largely var-
ies in an urban environment [26–44]. The LULC types are 
mainly changed by land conversion process [10]. Thus, 
time is an important factor in LST monitoring. These 
spatial and temporal data of LST is also varied with the 
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seasonal changes as sun elevation and sun azimuth are 
changed with seasons. Hence, the seasonal variation of 
LST is quite important in any LULC related study.

NDVI is a dominant factor in LST derivation processes 
and is used invariably in any LST related study [45–49]. 
NDVI is directly used in the determination of land surface 
emissivity and thus is a significant factor for LST estimation 
[50, 51]. It also determines the LULC categories by its opti-
mum threshold limits in different physical environment 
[14]. Being a vegetation index, NDVI depends largely on 
seasonal variation [12]. Hence, LST is also regulated by the 
change of seasons. Thus, seasonal evaluation of LST and 
NDVI is an important task in LST mapping and monitoring, 
especially in an urban landscape.

The relationship of LST with NDVI is quite interesting 
and it attracts the remote sensing scientists from several 
directions [52–55]. The nature and strength of this relation-
ship heavily depend on space and time. Generally, in the 
tropical environment the LST-NDVI relationship is negative 
[56–58]. The negativity of the relationship is determined 
by the changing type of LULC over time. Thus, spatial and 
temporal changes in this relationship are observed on dif-
ferent types of LULC. Apart from the spatial and temporal 
changes, seasonal variation of LST-NDVI relationship is a 
very important study in any mixed urban land surface.

Several studies are available on the seasonal analysis 
of LST-NDVI relationship. Many tropical cities are a part of 
these studies. Many valuable research articles found on 
LST-NDVI relationships in the Chinese landscape [59–67]. 
Some studies were also performed in Indian urban land-
scape [35, 36, 68–71].These studies found that LST builds 
a negative relationship with NDVI and this negativity can 
change with season. Wet season reflects a stronger nega-
tive correlation than dry season as the moisture content 
is more in the wet season [72]. This relationship can also 
change with the change of land surface types. Vegetation 
surface builds a strong correlation and the strength is 
reduced on bare land surface, built-up surface, and water 
surface.

The present study calculates the LST and NDVI from 
Landsat datasets of four different seasons (winter, pre-
monsoon, monsoon, and post-monsoon) in Raipur City 
of India using a total of 12 Landsat satellite images for 
1991, 2004, and 2018. Meanwhile, the LULC map has been 
obtained by suitable threshold values of NDVI. The main 
aims of the study were (1) to analyze the seasonal varia-
tion of spatial distribution pattern of the LST in the study 
area, (2) to determine the seasonal variation of LST-NDVI 
relationship for whole of the city, and (3) to explore the 
seasonal variation of LST-NDVI relationship on different 
LULC types.

2  Study area and data

Figure 1 shows the study area (Raipur City of India) of the 
present research work including the false colour com-
posite (FCC) image of and digital elevation model (DEM) 
image. Raipur is one of the fastest-growing smart cities in 
India. The latitudinal and longitudinal extent of the city 
is from 21°11′22″ N to 21°20′02″ N and from 81°32′20″ E 
to 81°41′50″ E. The total area of the city is approximately 
164.23 km2. The only big river is Mahanadi which flows 
along the eastern boundary of Raipur. The southern part of 
the city is covered by dense forests. Geologically the city is 
very stable. According to India Meteorological Department 
(IMD) (https ://mausa m.imd.gov.in) [75], the study area is 
under a tropical wet and dry climate with four typical sea-
sons (pre-monsoon, monsoon, post-monsoon, and win-
ter). May is the hottest month followed by April, June, and 
March. July is the rainiest month followed by August, June, 
and September. October and November are the post-mon-
soon months experience a pleasant weather condition. 
December (the coldest month), January, and February are 
the winter months. The pre-monsoon and winter months 
(including November) remain dry compared to the mon-
soon and post-monsoon months.

Four Landsat 8 Operational Land Imager (OLI) and Ther-
mal Infrared Sensors (TIRS) data of 2018; four Landsat 5 
Thematic Mapper (TM) data of 2004; and four Landsat 5 
TM data of 1991 have been freely downloaded from the 
United States Geological Survey (USGS) (https ://earth 
explo rer.usgs.gov) Data Centre (Table 1). Landsat 8 TIRS 
dataset has two TIR bands (bands 10 and 11) in which 
band 11 has uncertainty in calibration. Thus, only TIR 
band 10 (100 m resolution) has been recommended for 
the present study. The TIR band 10 has been resampled to 
30 m × 30 m pixel size with cubic convolution method by 
the USGS. Landsat 5 TM data has only one TIR band (band 
6) of 120 m resolution which has also been resampled to 
30 m × 30 m pixel size with cubic convolution method by 
the USGS. The spatial resolution of visible to near infrared 
(VNIR) bands of the two types of Landsat datasets is 30 m.

3  Methodology

3.1  Retrieving LST from Landsat data

In this study, the mono-window algorithm was applied 
to retrieve LST from multi-temporal Landsat satellite sen-
sors [1, 76–79] where three necessary parameters are 
ground emissivity, atmospheric transmittance, and effec-
tive mean atmospheric temperature. At first, the original 
TIR bands (100 m resolution for Landsat 8 OLI/TIRS data, 

https://mausam.imd.gov.in
https://earthexplorer.usgs.gov
https://earthexplorer.usgs.gov
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120 m resolution for Landsat 5 TM data) were resampled 
into 30 m by USGS data centre for further application.

The TIR pixel values are firstly converted into radiance 
from digital number (DN) values. Radiance for TIR band 
of Landsat 5 TM data is obtained using Eq. (1) (USGS):

where L� is Top of Atmosphere (TOA) spectral radiance 
 (Wm−2 sr−1 mm−1), QCAL is the quantized calibrated pixel 
value in DN, LMIN�  (Wm−2 sr−1 mm−1) is the spectral radi-
ance scaled to QCALMIN , LMAX�  (Wm−2 sr−1 mm−1) is the 

(1)

L� =

[

LMAX� − LMIN�

QCALMAX − QCALMIN

]

∗
[

QCAL − QCALMIN

]

+ LMIN�

Fig. 1  Location of the study area: a India b Chhattisgarh c FCC image of Raipur City d DEM image of Raipur City (Source: https ://earth explo 
rer.usgs.gov [73] and http://www.surve yofin dia.gov.in [74]) 

Table 1  Specification of 
Landsat data sets (Source: 
USGS)

Season Date of acquisition Path-row Resolution of VNIR 
bands (m)

Resolution of 
TIR bands (m)

Pre-monsoon 18-Mar-1991 142–045 30 120
22-Apr-2004 142–045 30 120
28-Mar-2018 142–045 30 100

Monsoon 26-Sep-1991 142–045 30 120
09-Jun-2004 142–045 30 120
16-Jun-2018 142–045 30 100

Post-monsoon 12-Oct-1991 142–045 30 120
15-Oct-2004 142–045 30 120
22-Oct-2018 142–045 30 100

Winter 14-Feb-1991 142–045 30 120
02-Dec-2004 142–045 30 120
08-Feb-2018 142–045 30 100

https://earthexplorer.usgs.gov
https://earthexplorer.usgs.gov
http://www.surveyofindia.gov.in
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spectral radiance scaled to QCALMAX , QCALMIN is the mini-
mum quantized calibrated pixel value in DN and QCALMAX 
is the maximum quantized calibrated pixel value in DN. 
LMIN� , LMAX� , QCALMIN , and QCALMAX  values are obtained 
from the metadata file of Landsat TM data. Radiance for 
Landsat 8 TIR band is obtained from Eq. (2) [80]:

where L� is the TOA spectral radiance  (Wm−2 sr−1 mm−1), ML 
is the band-specific multiplicative rescaling factor from the 
metadata, AL is the band-specific additive rescaling factor 
from the metadata, QCAL is the quantized and calibrated 
standard product pixel values (DN). All of these variables 
can be retrieved from the metadata file of Landsat 8 data.

For Landsat 5 data, the reflectance value is obtained 
from radiances using Eq. (3) (USGS):

where �� is unitless planetary reflectance, L� is the TOA 
spectral radiance  (Wm−2 sr−1 µm−1), d is Earth-Sun dis-
tance in astronomical units, ESUN� is the mean solar exo-
atmospheric spectral irradiances  (Wm−2 µm−1) and �s is the 
solar zenith angle in degrees. ESUN� values for each band 
of Landsat 5 can be obtained from the handbooks of the 
related mission. �s and d values can be attained from the 
metadata file.

For Landsat 8 data, reflectance conversion can be 
applied to DN values directly as in Eq. (4) [80]:

where M� is the band-specific multiplicative rescaling fac-
tor from the metadata, A� is the band-specific additive res-
caling factor from the metadata, QCAL is the quantized and 
calibrated standard product pixel values (DN) and �SE is the 
local sun elevation angle from metadata file.

Equation (5) is used to convert the spectral radiance 
to at-sensor brightness temperature [81, 14]:

where Tb is the brightness temperature in Kelvin (K), L� 
is the spectral radiance in  Wm−2 sr−1 mm−1; K2 and K1 are 
calibration constants. For Landsat 8 data, K1 is 774.89, K2 is 
1321.08  (Wm−2 sr−1 mm−1). For Landsat 5 data, K1 is 607.76, 
K2 is 1260.56  (Wm−2 sr−1 mm−1).

The land surface emissivity � , is estimated using the 
NDVI Thresholds Method [51, 82].

(2)L� = ML ⋅ QCAL + AL

(3)�� =
� ⋅ L� ⋅ d

2

ESUN� ⋅ cos �s

(4)�� =
M� ⋅ QCAL + A�

sin �SE

(5)Tb =
K2

ln
(

K1

L�
+ 1

)

In NDVI Threshold Method, there are three following 
equations:

a. NDV I < 0.2 for bare soil;
b. NDV I > 0.5 for vegetation;
c. 0.2 <= NDV I <= 0.5 for mixed land with bare soil and 

vegetation.

In the last case, � is estimated from Eq. (6):

where � is land surface emissivity, �v is vegetation emis-
sivity, �s is soil emissivity, Fv is fractional vegetation, d� is 
the effect of the geometrical distribution of the natural 
surfaces and internal reflections that can be expressed by 
Eq. (7):

where �v is vegetation emissivity, �s is soil emissivity, Fv is 
fractional vegetation, F is a shape factor whose mean is 
0.55, the value of d� may be 2% for mixed land surfaces 
[51].

The fractional vegetation Fv , of each pixel, is determined 
from the NDVI using Eq. (8) [50]:

where NDVImin = 0.2 and NDVImax = 0.5.
Finally, the land surface emissivity � can be expressed by 

Eq. (9):

where � is land surface emissivity, Fv  is fractional 
vegetation.

Water vapour content is estimated by Eq. (10) [29, 83]:

where w is the water vapour content (g/cm2), T0 is the 
near-surface air temperature in Kelvin (K), RH is the relative 
humidity (%). These parameters of atmospheric profile are 
the average values of 14 stations around Raipur which are 
obtained from the Meteorological Centre, Raipur (http://
www.imdra ipur.gov.in) [84] and the Regional Meteorologi-
cal Centre, Nagpur (http://www.imdna gpur.gov.in [85]). 
Atmospheric transmittance is determined for Raipur City 
using Eq. (11) [76, 86]:

where � is the total atmospheric transmittance, � is the 
land surface emissivity.

(6)� = �vFv + �s(1 − Fv) + d�

(7)d� = (1 − �s)(1 − Fv)F�v

(8)Fv =

(

NDVI − NDVImin

NDVImax − NDVImin

)2

(9)� = 0.004 ∗ Fv + 0.986

(10)

w = 0.0981 ∗

[

10 ∗ 0.6108 ∗ exp

(

17.27 ∗ (T0 − 273.15)

237.3 + (T0 − 273.15)

)

∗ RH

]

+ 0.1697

(11)� = 1.031412 − 0.11536w

http://www.imdraipur.gov.in
http://www.imdraipur.gov.in
http://www.imdnagpur.gov.in
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Raipur City is located in the tropical region. Thus, 
Eq. (12) is applied to compute the effective mean atmos-
pheric transmittance of Raipur [76, 86]:

LST is retrieved from Landsat 5 TM and Landsat 8 OLI/
TIRS satellite data by using Eqs. (13–15) [76]:

where � is the land surface emissivity, � is the total atmos-
pheric transmittance, C and D are internal parameters 
based on atmospheric transmittance and land surface 
emissivity, Tb is the at-sensor brightness temperature, Ta 
is the mean atmospheric temperature, T0 is the near-sur-
face air temperature, Ts is the land surface temperature, 
a = −67.355351 , b = 0.458606.

3.2  Extraction of different types of LULC by using 
the threshold limits of NDVI

NDVI can extract different types of LULC by using the opti-
mum threshold values [14, 87–89]. This threshold values 
can differ with respect to the differences in physical envi-
ronment. The NDVI threshold limits were applied on the 
post-monsoon images to extract the different LULC types 
accurately. Table 2 presents the suitable threshold limits of 
NDVI used for extracting the vegetation (> 0.2), water bod-
ies (< 0), built-up area/bare land (0–0.2) in the study area.

4  Results and discussion

4.1  Accuracy assessment for LULC classification

The maximum likelihood classification method was 
applied to validate NDVI threshold based LULC classifica-
tion. The overall accuracy values of the LULC classifica-
tion were 95.00%, 85.00%, and 87.50% in 1991, 2004, and 
2018, respectively. The kappa coefficients for the LULC 

(12)Ta = 17.9769 + 0.91715T0

(13)

Ts =

[
a(1 − C − D) + (b(1 − C − D) + C + D)Tb − DTa

]
C

(14)C = ��

(15)D = (1 − �)[1 + (1 − �)�]

classification were 0.91, 0.76, and 0.78 in 1991, 2004, and 
2018, respectively. The kappa coefficient value of > 0.75 
reflects the compatibility of the classification method 
[90]. In the present study, the average overall accuracy and 
average kappa coefficient were 89.17% and 0.82, respec-
tively. Thus, the NDVI threshold method based LULC clas-
sification was significantly validated.

4.2  Extraction of LULC types using NDVI

Figure 2 shows the FCC images and LULC maps of the 
post-monsoon Landsat images of 1991, 2004, and 2018. 
Generally, the post-monsoon images reduce the level of 
air pollution due to the presence of high moisture content 
in the air and these images also enhance the greenness of 
an area. Thus, the post-monsoon images are generally con-
sidered for the generation of LULC maps. LULC maps were 
generated using the threshold limits of NDVI for different 
types of LULC by using ArcGIS software (https ://www.esri.
com/) [91]. In 1991, built-up area and bare land are mainly 
found in the northwest and middle portions of the city. 
Land conversion accelerates the decrease of vegetal cov-
ered area especially during 2004-2018. The major segment 
of vegetation is mainly found in the east and southwest 
parts of the city.

4.3  Characteristics of the spatial distribution of LST 
and NDVI

Table  3 shows the LST and NDVI values for different 
multi-date satellite data. The pre-monsoon image 
(Fig. 3) has the maximum values of mean LST (29.50 °C 
in 1991, 36.80 °C in 2004, and 37.90 °C in 2018) followed 
by monsoon (Fig. 4) image (25.74 °C in 1991, 29.23 °C in 
2004, and 31.08 °C in 2018), post-monsoon (Fig. 5) image 
(24.99 °C in 1991, 27.56 °C in 2004, and 29.01 °C in 2018), 
and winter (Fig. 6) image (23.99 °C in 1991, 25.17 °C in 
2004, and 26.91 °C in 2018). The mean LST of the city is 
increased by 8.40 °C in the pre-monsoon season, 5.34 °C 
in the monsoon season, 4.02 °C in the post-monsoon 
season, and 2.92  °C in the winter season during the 
whole time span (1991–2018). In the case of NDVI, the 
maximum value is decreased gradually with time (Figs. 3, 
4, 5 and 6). Seasonally, the highest values of NDVI are 
observed in the post-monsoon images followed by the 

Table 2  NDVI used for extracting different types of LULC [14]

Acronym Description Formulation References Threshold limits of NDVI for extracting different LULC 
types

Vegetation Water bodies Built-up area and bare land

NDVI Normalized difference vegetation index NIR−Red

NIR+Red
[87] > 0.2 < 0 [0–0.2]

https://www.esri.com/
https://www.esri.com/
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monsoon, pre-monsoon, and winter images. The fig-
ures show that the proportion of vegetation is gradually 
reduced with time and NDVI is inversely related to LST.

4.4  Relationship between LST and LULC

The LST of the study area is significantly dependent upon 
the LULC types. Actually, this NDVI-threshold based emis-
sivity method is not suitable for LST extraction of water 

Fig. 2  FCC satellite images of post-monsoon season: a 14-OCT-1991 b 15-OCT-2004 c 22-OCT-2018; LULC maps in post-monsoon season: d 
12-OCT-1991 e 15-OCT-2004 f 22-OCT-2018

Table 3  Temporal and seasonal variation of LST, NDVI, and LST-NDVI relationship (1991–2018)

Season Date of acquisition LST (oC) NDVI Correlation coeffi-
cient for LST-NDVI

Min. Max. Mean Std. Min. Max. Mean Std.

Pre-monsoon 18-MAR-1991 22.81 34.46 29.50 1.27 − 0.31 0.57 0.09 0.07 − 0.40
22-APR-2004 26.67 41.83 36.80 1.94 − 0.32 0.59 0.07 0.08 − 0.51
28-MAR-2018 27.78 44.28 37.90 2.25 − 0.16 0.50 0.10 0.06 − 0.45

Monsoon 26-SEP-1991 22.38 30.83 25.74 1.41 − 0.22 0.61 0.29 0.10 − 0.48
09-JUN-2004 22.81 33.26 29.23 1.58 − 0.32 0.60 0.06 0.08 − 0.41
16-JUN-2018 25.49 34.98 31.08 1.13 − 0.15 0.48 0.17 0.07 − 0.47

Post-monsoon 12-OCT-1991 21.06 30.83 24.99 1.86 − 0.27 0.64 0.32 0.11 − 0.63
15-OCT-2004 23.25 34.06 27.56 1.75 − 0.41 0.70 0.31 0.15 − 0.63
22-OCT-2018 24.86 35.52 29.01 1.36 − 0.14 0.48 0.18 0.08 − 0.63

Winter 14-FEB-1991 14.71 30.01 23.99 2.21 − 0.35 0.64 0.12 0.08 − 0.12
02-DEC-2004 19.73 31.64 25.17 1.34 − 0.31 0.54 0.08 0.08 − 0.20
08-FEB-2018 21.99 32.53 26.91 1.30 − 0.16 0.46 0.08 0.05 − 0.18
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bodies. However, the present results show that the area 
with green vegetation has low LST value, whereas the 
built-up areas and bare lands have moderate to high LST 
value. In pre-monsoon season, built-up area and bare land 
has comparatively high LST than the other LULC types. But 
in the winter season, these areas have comparatively low 
to moderate LST due to low emissivity. The green areas 
and water areas are characterized by a relatively stable 
range of LST.

4.5  LST variation with the change in LULC types

Table 4 presents the temporal changes in LST with the 
changes in LULC types. Only the post-monsoon images 
of 1991, 2004, and 2018 were considered for this analy-
sis. Generally, the land is converted into the built-up area 
or bare land from the other types of LULC, e.g., vegeta-
tion or water bodies. No such exceptional cases are seen 
in Raipur City during the entire period. Built-up area and 
bare land are increased while vegetation and water bodies 
are decreased significantly. The mean LST of the built-up 
area and bare land is increased from 1991 to 2004 (4.23 °C 
in post-monsoon season) and from 2004 to 2018 (1.49 °C 
in post-monsoon season), irrespective of any season. The 
green area gains 4.66 °C mean LST when it is converted 

into the built-up area and bare land between 1991 and 
2018, and gained 2.20 °C mean LST between 2004 and 
2018. The converted land from water bodies to the built-
up area and bare land gains 2.49 °C during 1991–2018 
and 0.96 °C mean LST during 2004–2018, respectively. 
Furthermore, the unchanged built-up area and bare land 
have also witnessed an increase in LST during the entire 
time span (2.79 °C mean LST from 1991 to 2018 and 0.83 °C 
mean LST from 2004 to 2018). Hence, the results indicate 
significantly to the trend of climate change.

4.6  Seasonal variation on LST‑NDVI relationship

Table 3 presented the seasonal variation of mean LST 
values. Winter images indicate the lowest mean LST for 
1991, 2004, and 2018. The highest mean LST values are 
found in the pre-monsoon images for all the three years. 
From 1991 to 2004, mean LST has been increased in every 
season. From 2004 to 2018, mean LST has been increased 
again for all the seasons. Post-monsoon images have 
mean LST value nearer to winter images while monsoon 
images have a slightly high value of mean LST than the 
post-monsoon images. Figure 7a–d show the seasonal 
variation of LST-NDVI relationships on different LULC types 
in pre-monsoon, monsoon, post-monsoon, and winter 

Fig. 3  Spatial distribution of LST in pre-monsoon season: a 18-MAR-1991 b 22-APR-2004 c 28-MAR-2018; spatial distribution of NDVI in pre-
monsoon season: d 18-MAR-1991 e 22-APR-2004 f 28-MAR-2018
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season, respectively. Here, only three types of LULC were 
considered, i.e., (1) vegetation, (2) water bodies, and (3) 
built-up area and bare land. On vegetation, the LST-NDVI 
relationships were negative, irrespective of any season. 
Only winter season (Fig. 7d) has weak negative regression, 
while the other three seasons (Fig. 7a–c) have moderate 
to strong negative regression. Since, NDVI is a vegetation 
index the LST-NDVI relationship is strongly effective on 
vegetation. On water bodies, the relationship is positive 
(weak to moderate). In the post-monsoon season (Fig. 7c), 
the relationship is weak to moderate. In the rest of the 
three seasons (Fig. 7a–d), the relationship is moderate. 
On the built-up area and bare land, the relationship is not 
so much significant. All four seasons (Fig. 7a–d) indicate 
weak regression as the surface materials become more 
heterogeneous in nature. Figure 7e represents a gener-
alized view of the overall seasonal variation of LST-NDVI 
relationships. The relationship is negative, irrespective of 
any season. In winter, the relationship was weak nega-
tive (− 0.12 in 1991, − 0.2 in 2004, and − 0.20 in 2018). The 
pre-monsoon and monsoon season built a moderately 

negative LST-NDVI relationship. In the pre-monsoon sea-
son, the correlation coefficient values of LST-NDVI relation-
ship were − 0.40 (1991), − 0.51 (2004), and − 0.45 (2018). In 
post-monsoon season, these correlation coefficient values 
were − 0.48 in 1991, − 0.41 in 2004, and − 0.47 in 2018. The 
post-monsoon season built a stable and strong negative 
correlation. The correlation coefficient values of LST-NDVI 
relationship were − 0.63 for all the 3 years. Hence, the post-
monsoon season reveals the best correlation among the 
four seasons. It was mainly due to the high intensity of 
moisture and chlorophyll content in green vegetation. Dry 
atmosphere reduces the strength of correlation, whereas 
the wet seasons (post-monsoon and monsoon) enhance 
the strength of correlation.

Liang et al. [92], Ghobadi et al. [27], and Guha et al. [24] 
observed a negative LST-NDVI relationship in their study. 
A significant positive linear LST-NDVI relationship was 
observed between LST and NDVI [93]. In Shanghai City, 
Yue et al. [56] showed a negative LST-NDVI relationship 
and it varied on different LULC types. Sun and Kafatos [94] 
stated that LST-NDVI correlation was positive in winter 

Fig. 4  Spatial distribution of LST in monsoon season: a 26-SEP-1991 b 09-JUN-2004 c 16-JUN-2018; spatial distribution of NDVI in monsoon 
season: d 26-SEP-1991 e 09-JUN-2004 f 16-JUN-2018
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season, while it was negative in summer season. This rela-
tionship was also negative in Mashhad, Iran [57]. The rela-
tionship was strong negative in Berlin City for any season 
[95]. This correlation tends to be more negative with the 
increase of surface moisture [96–99]. The present study 
also found that the LST-NDVI correlation is negative, irre-
spective of any season. The value of correlation coefficient 
is inversely related to the surface moisture content, i.e., 
negativity of the relationship increases with the increase 
of surface moisture content.

5  Conclusion

The present study analyzes the spatial, temporal, and 
seasonal relationship of LST and NDVI in a tropical city of 
India using 12 Landsat data sets of four different seasons 

(winter, pre-monsoon, monsoon, and post-monsoon) for 
1991, 2004, and 2018. The mono-window algorithm was 
applied in deriving LST. In general, the results showed 
that LST is inversely related to NDVI, irrespective of any 
season. In the post-monsoon season, the relationship was 
strong negative (− 0.63), while it was found weak negative 
(− 0.17) in winter. A moderate range of negativity (− 0.45) 
was noticed in pre-monsoon and monsoon season. The 
presence of healthy green plants and high moisture con-
tent in the air are the main responsible factors for high 
negativity. The LST-NDVI relationship varies for specific 
LULC types. The green area presents a strong negative 
(− 0.51) regression, while the built-up area and bare land 
presents a weak positive regression (0.14). The relationship 
is moderately positive (0.45) on water bodies. On vegeta-
tion, the LST-NDVI relationship was highly negative in the 
pre-monsoon (− 0.65), monsoon (− 0.52), and post-mon-
soon (− 0.58) seasons, while it was weak negative (− 0.28) 

Fig. 5  Spatial distribution of LST in post-monsoon season: a 12-OCT-1991 b 15-OCT-2004 c 22-OCT-2018; spatial distribution of NDVI in 
post-monsoon season: d 12-OCT-1991 e 15-OCT-2004 f 22-OCT-2018
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in the winter season. The mean LST of the study area was 
increased by 5.16 °C during 1991–2018. The conversion of 
other lands into the built-up area and bare land influences 

a lot on the mean LST of the city. Both the changed and 
unchanged built-up area and bare land suffer from the 
increasing trend of LST. This result significantly presents 
the influence of climate change in Raipur City.

Fig. 6  Spatial distribution of LST in winter season: a 14-FEB-1991 b 02-DEC-2004 c 08-FEB-2018; spatial distribution of NDVI in winter sea-
son: d 14-FEB-1991 e 02-DEC-2004 f 08-FEB-2018

Table 4  Change in mean LST 
(°C) with the conversion of 
different types of LULC into the 
built-up area/bare land

Conversion of different LULC 
into built-up area/bare land

1991–2018 2004–2018

1991 2018 1991–2018 2004 2018 2004–2018

Vegetation 25.02 29.68 4.66 27.32 29.52 2.20
Water bodies 26.29 28.87 2.49 26.78 27.74 0.96
Built-up area/bare land 27.25 30.04 2.79 29.14 29.97 0.83
Total 25.51 29.74 4.23 28.25 29.74 1.49
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Dynamic seasonal analysis on LST-NDVI relationship and ecological health of 
Raipur City, India
Subhanil Guha

Department of Applied Geology, National Institute of Technology, Raipur, India

ABSTRACT
Land surface temperature (LST) is a significant component of the ecological health of any city 
and the LST is closely related to the normalized difference vegetation index (NDVI). The present 
study evaluates the seasonal variability of the relationship of LST with NDVI by using a large 
dataset of Landsat sensors for different seasons from 1991–92 to 2018–19. Pearson’s correla-
tion coefficient technique was used to obtain the LST-NDVI relationship. The study also 
compares the ecological and thermal status of the city by applying the urban thermal field 
variance index (UTFVI). The results found that the mean LST increased considerably. The post- 
monsoon season produces the best correlation (−0.59), followed by the monsoon season 
(−0.53), pre-monsoon season (−0.45), and winter season (−0.22). Apart from this relationship, 
the ecological status of the city has also been estimated. Almost an equal portion of lands are 
under the excellent and worst categories of ecological condition. This study is beneficial for 
future ecological planning in any tropical city.
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Introduction

In the twenty-first century, urban expansion and 
growth is responsible to generate urban heat islands 
or high LST zones inside the city (Fu and Weng 2016; 
Liu, Peng, and Wang 2018; Peng et al. 2018a). Massive 
land conversion increases the LST (Zhou et al. 2019; 
Guha, Govil, and Diwan 2020). Different wavelength 
zones of the electromagnetic spectrum efficiently gen-
erate various spectral indices to detect the different 
categories of land surface materials (Guha and Govil 
2021). VNIR, SWIR, and TIR bands efficiently detected 
the land surface characteristics (Das, Mondal, and Guha 
2013; Govil et al. 2019). Various spectral indices can 
take an important role in extracting surface features. 
NDVI is a vegetation index frequently used in vegeta-
tion mapping, land use/land cover (LULC) mapping, 
town planning, LST monitoring, etc. (Mondal et al. 
2011; Du et al. 2016; Peng et al. 2016; Berger et al. 
2017; Peng et al. 2018b).

LST deals with the urban heat island effect and it 
changes significantly in an urban area (Hao, Li, and 
Deng 2016; Tran et al. 2017). Various land features 
influence LST differently (Shigeto 1994; Estoque, 
Murayama, and Myint 2017; Zhao et al. 2017; Mahato 
and Pal 2018; Mushore et al. 2019). Land conversion 
process changes the intensity of LST (Wen et al. 2017; 
Guha and Govil 2020). Seasonal analysis of LST is quite 
essential in urban ecological studies as vegetation 
changes with season.

The LST-NDVI correlation analysis influences LST 
related research work (Smith and Chowdhury 1990; 

Guha, Govil, and Diwan 2020). NDVI also classifies the 
LULC features by its optimum threshold limits in 
diverse physical environments (Chen et al. 2006). 
Seasonal variability changes LST, NDVI, and also LST- 
NDVI correlation analysis. The LST-NDVI correlation is 
quite fascinating in remote sensing studies (Gutman 
and Ignatov 1998; Goward, Xue, and Czajkowski 2002). 
This LST-NDVI correlation is mostly negative that is 
observed in many recent studies performed in the 
mixed urban areas (Alexander 2020; Chi et al. 2020; 
Neinavaz et al. 2020; Nse, Okoliea, and Nse 2020). 
However, the negativity varies with the change in 
LULC types.

Many LST-NDVI correlation-related research works 
are available in the tropics and sub-tropics (Kikon et al. 
2016; Qu et al. 2018, 2020; Cui et al. 2019a, 2019b; Gui 
et al. 2019; Guha and Govil 2021). The correlation 
appears stronger in the wet season (Guha and Govil 
2020). A long seasonal investigation between LST and 
NDVI is necessary for any sustainable town planning in 
tropical cities (Li et al. 2017). However, the LST-NDVI 
correlation on different LULC categories are not so 
much discussed for any Indian tropical city. The long- 
term ecological status of any Indian city was also need 
to evaluate.

The present study highlights the seasonal changes 
in the LST-NDVI correlation as a whole and on various 
types of land surface covers in Raipur using 64 Landsat 
satellite images. The primary focuses of the study are 
(1) to determine the seasonal variation of LST as 
a whole and on different land surface materials, (2) to 
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investigate the seasonal variability of LST-NDVI corre-
lation, and (3) to determine the long-term ecological 
and thermal status of the city.

Study area and data

Raipur, the study area, is currently the capital of 
Chhattisgarh, and it ranks 45 in India by population. 
The total study area extends from 21°11ʹ22”N to 21° 
20ʹ02”N and from 81°32ʹ20”E to 81°41ʹ50”E with an 
average elevation of around 275 m. Figure 1(a), 1(b), 
1(c), and 1(d) show the outline map of India, outline 
map of Chhattisgarh, false color composite (FCC) 
image of Raipur city, and contour map of Raipur City, 
respectively. The city covers an area of approximately 
165 km2. The climate of the city is considered as dry 
and wet savannah climate (https://www.mausam.imd. 
gov.in). Four types of seasons are observed in Raipur, i. 
ethat is, monsoon, pre-monsoon, post-monsoon, and 
winter. The mean annual temperature ranges from 12° 
C (December) to 42°C (May). The pre-monsoon or 
summer months are usually hot and remain almost 
dry. The temperature often rises above 45°C in April 
and May. May is the hottest month (average tempera-
ture 35°C) followed by April (average temperature 33° 
C), June (average temperature 32°C), and March (aver-
age temperature 29°C). July is the rainiest month (aver-
age rainfall 327 mm) followed by August (average 
rainfall 300 mm), June (average rainfall 221 mm), and 
September (average rainfall 200 mm). October and 
November are the post-monsoon months that experi-
ence a pleasant weather condition with comparatively 
low temperature and high to the moderate moisture 
content in the air. The presence of a high density of 
green vegetation adds an extra flavor in Raipur during 

the monsoon and the post-monsoon seasons. 
December (the coldest month: average temperature 
20°C), January (average temperature 21°C), and 
February (average temperature 24°C) come under the 
winter season. November to April remains almost dry 
(average rainfall <50 mm) compared to the June to 
September (average rainfall >200 mm). There are too 
many small patches of mixed sandy, loamy, and black 
soil formed in the study area. The south-eastern part of 
the city is mainly associated with dry bare soil with 
rocky weathered residuals that give a high amount of 
LST. The central part of the city has numerous small 
and medium-sized water areas.

Nine Landsat 5 data from 1991 to 1992, seven 
Landsat 5 data from 1995 to 1995, six Landsat 7 data 
from 1999 to 1900, eleven Landsat 5 data from 2004 to 
2005, 13 Landsat 5 data from 2009 to 2010, nine 
Landsat 8 data from 2014 to 2015, and 10 Landsat 8 
data from 2018 to 19 were procured from the United 
States Geological Survey (USGS) Data Center (https:// 
www.earthexplorer.usgs.gov). The present study used 
the band 10 of Landsat 8 data as to it has a better 
calibration (Barsi et al. 2014). All the TIR bands from 
different Landsat sensors were resampled by the USGS 
data provider applying the cubic convolution method.

Methodology

Retrieving LST from landsat data

Mono-window algorithm (Qin, Karnieli, and Barliner 
2001; García-Santos et al. 2018), single-channel algo-
rithm (Jiménez-Muñoz and Sobrino 2003; Jiménez- 
Muñoz et al. 2009; Coll et al. 2010; Chatterjee et al. 
2017), split-window algorithm (McMillin 1975; 

Figure 1. Location of the study area (Raipur City, India): (a) Chhattisgarh State in India (b) Raipur City in Chhattisgarh (c) FCC image 
of Raipur City (d) Contour Map of Raipur City.
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Rozenstein et al. 2014), etc. are the main LST retrieval 
algorithm from Landsat thermal bands. In the present 
study, the reliable mono-window algorithm derives 
LST from three different Landsat sensors.

At first, the cubic convolution resampling process 
converts the original TIR bands (100 m resolution for 
Landsat 8 data, 120 m resolution for Landsat 5 data, 
and 60 m resolution for Landsat 7 data) into 30 m for 
further application. The entire procedure includes the 
following methods:

The TIR pixel values are firstly converted into radi-
ance from digital number (DN) values. Radiance for TIR 
bands of Landsat 5 TM data and Landsat 7 ETM+ data 
are obtained using Eq. (1) (USGS): 

Lλ ¼
LMAXλ � LMINλ

QCALMAX � QCALMIN

� �

� QCAL � QCALMIN½ �

þ LMINλ (1) 

where Lλ is Top of Atmosphere (TOA) spectral radiance 
(Wm−2sr−1mm−1), QCAL is the quantized calibrated pixel 
value in DN, LMINλ (Wm−2sr−1mm−1) is the spectral radi-
ance scaled to QCALMIN, LMAXλ (Wm−2sr−1mm−1) is the 
spectral radiance scaled to QCALMAX , QCALMIN is the 
minimum quantized calibrated pixel value in DN and 
QCALMAX is the maximum quantized calibrated pixel 
value in DN. LMINλ, LMAXλ, QCALMIN, and QCALMAX values 
are obtained from the metadata file of Landsat 5 TM 
data and Landsat 7 ETM+ data. Radiance for Landsat 8 
TIR band is obtained from Eq. (2) (Zanter 2019): 

Lλ ¼ ML:QCAL þ AL (2) 

where Lλ is the TOA spectral radiance (Wm−2sr−1mm−1), 
ML is the band-specific multiplicative rescaling factor 
from the metadata, AL is the band-specific additive 
rescaling factor from the metadata, QCALis the quan-
tized and calibrated standard product pixel values 
(DN). All of these variables can be retrieved from the 
metadata file of Landsat 8 data.

For Landsat 5 and Landsat 7 data, the reflectance 
value is obtained from radiances using Eq. (3) (USGS): 

ρλ ¼
π:Lλ:d2

ESUNλ: cos θs
(3) 

where ρλis unitless planetary reflectance, Lλ is the TOA 
spectral radiance (Wm−2sr−1µm−1), dis Earth-Sun dis-
tance in astronomical units, ESUNλ is the mean solar 
exo-atmospheric spectral irradiances (Wm−2µm−1) and 
θs is the solar zenith angle in degrees. ESUNλ values for 
each band of Landsat 5 and Landsat 7 data can be 
obtained from the handbooks of the related mission. θs 

and dvalues can be attained from the metadata file.
For Landsat 8 data, reflectance conversion can be 

applied to DN values directly as in Eq. (4) (Zanter 2019): 

ρλ ¼
Mρ:QCAL þ Aρ

sin θSE
(4) 

where Mρ is the band-specific multiplicative rescaling 
factor from the metadata, Aρis the band-specific addi-
tive rescaling factor from the metadata, QCAL is the 
quantized and calibrated standard product pixel 
values (DN) and θSE is the local sun elevation angle 
from the metadata file.

Eq. (5) is used to convert the spectral radiance to at- 
sensor brightness temperature (Wukelic et al. 1989; 
Chen et al. 2006): 

Tb ¼
K2

lnðK1
Lλ
þ 1Þ

(5) 

where Tbis the brightness temperature in Kelvin (K), Lλ 

is the spectral radiance in Wm−2sr−1mm−1; K2and K1are 
calibration constants. For Landsat 8 data, K1 is 774.89, 
K2 is 1321.08 (Wm−2sr−1mm−1). For Landsat 7 data, K1 is 
666.09, K2 is 1282.71 (Wm−2sr−1mm−1). For Landsat 5 
data, K1 is 607.76, K2 is 1260.56 (Wm−2sr−1mm−1).

The land surface emissivityε, is estimated from Eq. 
(6) using the NDVI Thresholds Method (Sobrino, 
Raissouni, and Li 2001; Sobrino, Jimenez-Munoz, and 
Paolini 2004). 

ε ¼ εvFv þ εsð1 � FvÞ þ dε (6) 

where ε is land surface emissivity, εv is vegetation 
emissivity, εsis soil emissivity, Fvis fractional vegetation, 
dεis the effect of the geometrical distribution of the 
natural surfaces and internal reflections that can be 
expressed by Eq. (7): 

dε ¼ ð1 � εsÞð1 � FvÞFεv (7) 

where εv is vegetation emissivity, εsis soil emissivity, 
Fvis fractional vegetation, Fis a shape factor whose 
mean is 0.55, the value of dεmaybe 2% for mixed 
land surfaces (Sobrino, Jimenez-Munoz, and Paolini 
2004).

The fractional vegetationFv , of each pixel, is deter-
mined from the NDVI using Eq. (8) (Carlson and Repley 
1997): 

Fv ¼
NDVI � NDVImin

NDVImax � NDVImin

� �2

(8) 

where ðaÞNDVI< 0:2 for bare soil; ðbÞNDVI > 0:5 for 
vegetation; ðcÞ0:2< ¼ NDVI< ¼ 0:5 for mixed land 
with bare soil and vegetation (Sobrino, Raissouni, and 
Li 2001; Sobrino, Jimenez-Munoz, and Paolini 2004).

Finally, the land surface emissivity ε can be 
expressed by Eq. (9): 

ε ¼ 0:004 � Fv þ 0:986 (9) 

where ε is land surface emissivity, Fvis fractional 
vegetation.

Water vapor content is estimated by Eq. (10) (Yang 
and Que 1996): 
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w ¼ 0:0981

� 10 � 0:6108 � exp
17:27 � ðT0 � 273:15Þ
237:3þ ðT0 � 273:15Þ

� �

� RH
� �

þ 0:1697

(10) 

where wis the water vapor content (g/cm2), T0is the 
near-surface air temperature in Kelvin (K), RH is the 
relative humidity (%). These parameters of atmo-
spheric profile are obtained from the Meteorological 
Center, Raipur (http://www.imdraipur.gov.in). 
Atmospheric transmittance is determined for Raipur 
City using Eq. (11) (Qin, Karnieli, and Barliner 2001; 
Sun, Tan, and Xu 2010): 

τ ¼ 1:031412 � 0:11536w (11) 

where τis the total atmospheric transmittance, wis the 
water vapor content (g/cm2).

Raipur City is located in the tropical region. Thus, Eq. 
(12) is applied to compute the effective mean atmo-
spheric transmittance of Raipur (Qin, Karnieli, and 
Barliner 2001; Sun, Tan, and Xu 2010): 

Ta ¼ 17:9769þ 0:91715T0 (12) 

LST is retrieved from Landsat 5, 7, and 8 satellite data 
by using Eq. (13–15) (Qin, Karnieli, and Barliner 2001): 

Ts ¼
a 1 � C � Dð Þ þ b 1 � C � Dð Þ þ C þ Dð ÞTb � DTa½ �

C
(13) 

C ¼ ετ (14) 

D ¼ 1 � τð Þ 1þ 1 � εð Þτ½ � (15) 

where εis the land surface emissivity, τis the total atmo-
spheric transmittance, C and D are internal parameters 
based on atmospheric transmittance and land surface 
emissivity, Tbis the at-sensor brightness temperature, 
Tais the mean atmospheric temperature, T0is the near- 
surface air temperature, Tsis the land surface tempera-
ture, a ¼ � 67:355351, b ¼ 0:458606.

Determination of ecological status by urban 
thermal field variance index (UTFVI)

The study has applied the UTFVI (Nichol 2005) for 
determining the ecological status of Raipur City in 
different seasons during the study span. The Eq. 16 
computes the UTFVI. 

UTFVI ¼
Ts � Tmean

Tmean
(16) 

where UTFVI = Urban Thermal Field Variance Index
Ts= LST (oC)
Tmean = Mean LST (oC)

Various categories of LULC extraction using NDVI 
threshold method

NDVI, the most popular vegetation index (Tucker 1979) 
was used in the present research for determining the 
seasonal correlation with LST. The value of NDVI ranges 
from −1.0 to +1.0. Positive NDVI indicates the presence 
of green vegetation. Greenness increases with the 
increase of the positive NDVI. But, this threshold limit 
of NDVI varies according to different climatic condi-
tions. NDVI is used to extract various LULC categories 
(Chen et al. 2006). Generally, the wet season has more 
NDVI values compared to the dry season. Here, the 
post-monsoon images generate LULC maps as it main-
tains the ratio of wetness and dryness. In the present 
study, various threshold limits of NDVI present various 
categories of LULC (Table 1). The estimated threshold 
limit of NDVI depends on the physical environment of 
any region. NDVI > 0.2 shows vegetation, NDVI < 0 
shows water and 0 < NDVI < 0.2 shows built-up and 
bare surface. The maximum likelihood classification 
method validates the NDVI threshold-based classified 
LULC categories.

LST-NDVI correlation on various categories of 
LULC

The present study used Pearson’s correlation coeffi-
cient method to analyze the relationship between 
LST and NDVI. The value of the correlation coefficient 
(r) ranges from −1 to +1. The −1 value of r represents 
a perfect negative correlation whereas the +1 value of 
r represents a perfect positive correlation. The 0 value 
of r represents neutral correlation. The LST-NDVI corre-
lation develops on various LULC categories. Each LULC 
category generates a separate correlation coefficient 
value for LST-NDVI relationship. The study also evalu-
ates the seasonal variability of the LST-NDVI 
correlation.

Results and discussion

Accuracy assessment for the classification of 
various land surface materials

The maximum likelihood classification algorithm clas-
sifies Raipur City into various land surface materials for 

Table 1. Description and threshold values of NDVI in LULC classification.

Acronym Description Formulation References

Threshold limits of NDVI for extracting different LULC types

Vegetation Water bodies Built-up area and bare land

NDVI Normalized difference vegetation index NIR� Red
NIRþRed

Tucker 1979 > 0.2 < 0 0–0.2
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1991–92, 1995–96, 1999–00, 2004–05, 2009–10, 
2014–15, and 2018–19. The NDVI threshold method- 
based extracted LULC data is used as the reference 
data. The values of overall accuracy are 95.00%, 
92.50%, 97.50%, 85.00%, 92.50%, 95.00%, and 87.50% 
in 1991–92, 1995–96, 1999–00, 2004–05, 2009–10, 
2014–15, and 2018–19, respectively. The Kappa coeffi-
cient values are 0.91, 0.88, 0.96, 0.76, 0.89, 0.92, and 
0.78 in 1991–92, 1995–96, 1999–00, 2004–05, 2009–10, 
2014–15, and 2018–19, respectively. According to 
Nigatu, Øb, and Tveite (2014), the classification is satis-
fied if Kappa coefficient is > 0.75. The average overall 
accuracy is 92.14% and the average Kappa coefficient 
is 0.87. Thus, the maximum likelihood classification 
method significantly validates the NDVI threshold 
method-based LULC classification.

Spatial distribution of different types of LULC

Figure 2(a) presents the spatiotemporal changes of 
LULC of Raipur City from 1991–92 to 2018–19. Green 
vegetation decreases in a very high proportion while 
the settlement and barren land increase at a very high 
rate due to rapid land conversion.

Figure 2(b) shows the percentage of changed LULC 
during the study period. The annual rate of conversion 
for waterbodies and vegetation from 1991–92 to 

2018–19 is 2.08% and 1.85%, respectively. However, 
in the same period, the settlement and barren land 
expands at a high percentage of the annual rate 
(13.23%). An alarming annual growth of bare land/ 
built-up (49.95% between 1991–92 and 1995–96, 
40.57% between 1995–96 and 1999–00, 11.42% 
between 1999–00 and 2004–05, 44.10% between 
2004–05 and 2009–10, 13.53% between 2009–10 and 
2014–15, and 19.99% between 2014–15 and 2018–19) 
was observed during the whole span. This rapid con-
version of urban land is mainly due to the massive 
pressure for population growth and migration 
(Parvaze and Nasser 2012; Guha, Govil, and 
Mukherjee 2017; Ray et al. 2020).

LST and NDVI distribution

There is a prominent seasonal variation occurred in the 
mean LST values (Table 2). The lowest and highest 
values of the mean LST are noticed in the winter and 
pre-monsoon season, respectively.

Figure 3(a-d) shows the seasonal change in the 
minimum, maximum, and mean values of LST for the 
entire study period. The pre-monsoon season shows 
the highest LST and winter season has the lowest LST. 
Before 2009–2010, the trend of LST is increasing. 
However, 2009–2010 onwards, the LST is slightly 

Figure 2. Change in LULC (191–92 to 2018–19): (a) area under different types of LULC (b) percentage of changed LULC.
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decreased due to atmospheric instability and planta-
tion program. A clear fluctuation in mean LST was 
noticed since the beginning of the study. Overall, the 
LST increases in the given duration of the research. 
Land conversion raises the LST values. The monsoon 
season gain most of the LST.

Figure 4 shows the map of spatiotemporal and 
seasonal distributions of mean LST throughout the 
study. The high LST zones are formed in the northwest 
and southeast sections where vegetation is less com-
pared to the bare land/built-up area. Throughout the 
time, more than 85% of the area was above 27°C LST in 
the pre-monsoon period.

Figure 5 reflects the map of seasonal distribution of 
NDVI. The spatial relationship of LST with NDVI is easy 
to understand in Figures 5 and 6. The high NDVI is 
related to the healthy and green plants that reduce the 
intensity of LST. The NDVI value was found higher in 
the earlier images. In the middle period, the NDVI value 
decreased due to tree felling and land conversion. The 
NDVI value develops a significant rising trend in recent 
years. After taking some initiation of social forestry by 
the government and many non-government sectors, 
the city becomes ecologically rich, and the NDVI values 
increase gradually. Consequently, some governmental 
activities control the rising trend of LST in many parts 
of the city, which promotes even a reverse tendency of 
LST in the last few years. It can be a remarkable 
achievement for the city planners.

Relationship of land surface materials with LST

The temporal changes of LST depend on various 
categories of land surface materials. Green area 
and water area decrease the LST, while bare land/ 
built-up surface increases LST. Consequently, the 
built-up/bare land surfaces increase, while vegeta-
tion and water surface decrease in a significant 
amount. Land conversion is the main responsible 
factor for the seasonal change of mean LST. As 
a result, the mean LST significantly increased (1.60° 

Table 2. Seasonal variability of LST and the LST-NDVI correla-
tion coefficient.

Season
Year of 

acquisition

LST (oC) Correlation coef-
ficients 

for LST-NDVI 
correlationMin. Max. Mean Std.

Pre- monsoon

1991–92 24.25 35.22 31.54 1.30 −0.36
1995–96 24.54 41.07 34.64 1.89 −0.38
1999–00 26.36 41.57 36.38 1.89 −0.58
2004–05 27.37 43.32 38.01 2.05 −0.49
2009–10 25.39 41.84 36.67 2.25 −0.47
2014–15 26.97 39.68 34.40 1.65 −0.43
2018–19 25.50 38.70 33.14 1.68 −0.43
Average 25.76 40.20 34.96 1.81 −0.45

Monsoon 1991–92 22.38 30.83 25.74 1.41 −0.48
1995–96 19.28 30.01 24.09 1.33 −0.55
1999–00 17.62 31.23 24.18 1.34 −0.64
2004–05 22.16 29.97 26.11 0.96 −0.55
2009–10 21.94 38.38 33.06 2.40 −0.52
2014–15 26.43 36.63 31.70 1.16 −0.48
2018–19 25.49 34.98 31.08 1.13 −0.47
Average 22.18 33.14 27.99 1.39 −0.53

Post- monsoon
1991–92 20.17 29.38 24.32 1.65 −0.51

1995–96 19.85 28.20 23.70 1.30 −0.59
1999–00 24.36 36.38 29.17 1.91 −0.69
2004–05 23.46 34.46 28.01 1.58 −0.59
2009–10 22.59 34.45 27.51 1.54 −0.58
2014–15 19.44 28.31 23.47 1.12 −0.53
2018–19 24.31 34.09 28.08 1.30 −0.62
Average 22.02 32.18 26.32 1.48 −0.59

Winter 1991–92 18.37 28.33 23.29 1.15 −0.24
1995–96 18.38 25.61 21.79 0.98 −0.20
1999–00 19.74 34.30 26.54 1.71 −0.29
2004–05 19.27 29.27 24.07 1.15 −0.17
2009–10 18.82 27.79 23.31 1.15 −0.22
2014–15 19.95 30.62 25.13 1.35 −0.14
2018–19 20.33 30.14 24.37 1.18 −0.25
Average 19.26 29.43 24.07 1.23 −0.22

Figure 3. Seasonal variability of LST values: (a) minimum (b) maximum (c) mean (d) average of minimum, maximum, and mean.
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Figure 4. Spatiotemporal and seasonal distribution map of LST.
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Figure 5. Spatiotemporal and seasonal distribution map of NDVI.
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C in pre-monsoon, 5.34°C in monsoon, 4.76°C in 
post-monsoon, and 1.08°C in winter season) from 
1991–92 to 2018–19.

Seasonal fluctuation on LST-NDVI correlation

Figure 6 represents a negative correlation between LST 
and NDVI. The correlation is weak negative (minimum, 
maximum, and mean correlation coefficients are −0.14, 
−0.29, and −0.22, respectively) in winter due to the dry-
ness of the weather. The pre-monsoon season has 
a moderate negative (minimum, maximum, and mean 

correlation coefficients are −0.36, −0.58, and −0.45, 
respectively) LST-NDVI correlation because of the mod-
erate humidity in air and plant. The correlation is moder-
ate to strong negative (minimum, maximum, and mean 
correlation coefficients are −0.47, −0.64, and −0.53, 
respectively) in monsoon because of the wet weather 
condition. The correlation is strong negative (minimum, 
maximum, and mean correlation coefficients are −0.51, 
−0.69, and −0.59, respectively) in post-monsoon season 
throughout the study period because the percentage of 
water vapor also remains high in the post-monsoon 
season and plants look healthy due to high ratio of 
chlorophyll content. Thus, the post-monsoon and mon-
soon seasons generate a more stable and stronger corre-
lation compared to the winter season. The results show 
that the wetness of the season enhances the strength of 
the LST-NDVI correlation.

The LST-NDVI correlation was negative in several 
recent studies performed in Shanghai, China (Yue et al. 
2007); in Mashhad, Iran (Gorgani, Panahi, and Rezaie 
2013); in Berlin, Germany (Marzban, Sodoudi, and 

Figure 6. Seasonal variability of LST-NDVI correlation: overall view.

Table 3. The threshold of ecological evaluation index.
UTFVI UHI phenomenon Ecological evaluation index

<0.000 None Excellent
0.000–0.005 Weak Good
0.005–0.010 Middle Normal
0.010–0.015 Strong Bad
0.015–0.020 Stronger Worse
>0.020 Strongest Worst

Figure 7. Thermal status of Raipur City in pre-monsoon season using UTFVI: (a) 1991–92 (b) 1995–96 (c) 1999–00 (d) 2004–05 (e) 
2009–10 (f) 2014–15 (g) 2018–19.
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Preusker 2018); in Aarhus, Denmark (Alexander 2020); in 
Uyo, Nigeria (Nse, Okoliea, and Nse 2020); in Yellow 
River Delta, China (Chi et al. 2020); in Bavarian Forest 
National Park, Germany (Neinavaza, Skidmorea, and 
Darvishzadeha 2020). The presence of surface moisture 
reduces the intensity of LST (Lambin and Ehrlich 1996). 
The present research also shows a negative correlation.

Ecological and thermal status of Raipur City

One additional aim of the study was to estimate the 
thermal and ecological status of Raipur City. The ther-
mal status of Raipur City was based on the values of 
UTFVI those are categorized into six ecological evalua-
tion indices (Table 3). The areas with high UTFVI values 
show low NDVI and vice-versa.

Figures 7, 8, 9, and 10 indicate that Raipur City has two 
extreme categories for ecological and thermal status: the 
excellent category (UTFVI < 0) and the worst category 
(UTFVI > 0.020) for each and every season. Almost half 
of the areas of Raipur City (approximately 40–45% during 
the entire periods) have an excellent thermal condition 
(i.e., UTFVI < 0). These areas have abundant green fields 
and waterbodies. Mainly, the central and southwest por-
tions experience such thermal condition. However, the 
worst category (i.e., UTFVI > 0.020) of the ecological eva-
luation index also exists in a large portion (approximately 
35–45% for all of the satellite data) of the city. The north-
west and southeast parts fall under the worst category. 
Here, most of the lands are impervious (bare land with 
exposed rock surface or built-up areas). The good and 
normal categories of ecological condition (0.000 < UTFVI 

Figure 8. Thermal status of Raipur City in monsoon season using UTFVI: (a) 1991–92 (b) 1995–96 (c) 1999–00 (d) 2004–05 (e) 
2009–10 (f) 2014–15 (g) 2018–19.

Figure 9. Thermal status of Raipur City in post-monsoon season using UTFVI: (a) 1991–92 (b) 1995–96 (c) 1999–00 (d) 2004–05 (e) 
2009–10 (f) 2014–15 (g) 2018–19.
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< 0.010) are found with some small patches surrounding 
the areas with excellent condition while the bad and 
worse categories (0.010 < UTFVI < 0.020) exist around 
the areas of the built-up class. The pre-monsoon season 
shows the highest worst categorized area while the mon-
soon and post-monsoon seasons show the lowest per-
centage of area having excellent condition. The area 
under the excellent category has slightly increased from 
1991–92 to 2018–19 due to proper ecological planning 
and environmental management.

Conclusion

The present research concludes that the LST is nega-
tively correlated to NDVI for all four seasons. The cor-
relation is strong to moderate in post-monsoon (−0.59) 
and monsoon (−0.53), moderate in pre-monsoon 
(−0.45), and weak to moderate in winter (−0.22). Wet 
season shows a strong correlation, while dry season 
shows a weak correlation. The mean LST of the city 
significantly increased during the research period 
(1.60°C in the pre-monsoon, 5.34°C in monsoon, 4.76° 
C in post-monsoon, and 1.08°C in winter). The result 
appreciably shows the influence of LULC change and 
climate change. Moreover, the thermal status of the 
city is quite interesting. Almost an equal portion of 
lands are under the excellent and worst categories of 
ecological condition. A stable ecological healthy status 
can be achieved through a suitable environmental 
planning and management system.
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Abstract - The outcome of the analyses of some significant 

observations in the records of VLF sferics over Kolkata 

(Lat. 22.56º N, Long. 88.5º E) at 9 kHz during the 

occurrences of large earthquake on August 14, 2021 will 

be presented here. Discrete spike-type signals are 

obtained as the precursors of this earthquake with 

magnitude M>7. The number of spikes and their 

intensities are found to vary irregularly and reached 

their maximum value on the day of occurrence. It then 

decreases gradually and finally ceased. 

 

Index Terms - Earthquake, ionospheric perturbation, 

precursory effects, seismo-eletromagnetism. 

 

I.INTRODUCTION 

 

Seismo-electromagnetic emissions are observed in 

ULF-ELF-VLF bands in the seismically active zones 

prior to the incidence of any large earthquake 

(Fuzinawa and Takahashi 1995; Hayakawa 2010; 

Sorokin et al., 2007). During any large earthquake, 

electromagnetic radiations, chemical and gaseous 

particle emanations would cause ionospheric effects 

that modulate the electric charge distribution. These 

incidents are taken as the signatures of lithosphere-

atmosphere-ionosphere coupling influencing the 

conductivity, electron density fluctuations, changes in 

temperature and ionic composition of the lower 

atmosphere (Boskova et al., 1994). There is rapid 

enhancement in the occurrences of H2, CO2, CH4 along 

with the increase of atmospheric radioactivity 

connected to the emissions of elements like radon, 

radium, uranium and their decay products (Biagi et al. 

2009; Yasuok et al. 2012).  

The August 14, 2021, Haiti earthquake was the 

deadlier earthquake that killed more than 2,248 people 

as of September 7, 2021 and injured above 12,000 

people. At least 136,800 buildings were damaged or 

destroyed. It occurred at 12:29:09 UTC as well as at 

08:29:09 Haiti local time on August 14, 2021. The 

strength is M 7.2 with its epicenter at Lat. 18.4080 N, 

Long. 73.4750 W, about 150 km west of the Capital, 

Port-an-Prince.The depth of the epicenter of the main 

shock is 10 km.  

In this paper, the results of some significant 

observations at 9 kHz recorded over Kolkata (Lat. 

22.56º N, Long. 88.5º E) by VLF receivers during this 

earthquake will be presented. 

 

II. OBSERVATIONAL RESULTS 

 

We detected the effects of the large earthquakes upon 

9 kHz sferics from several days prior to the day of 

occurrence which continued for some days during the 

post-earthquake period.  

The fractional change in the mean signal amplitude 

became higher in the nighttime than the daytime. For 

higher reflection height, the VLF signals have lower 

attenuation. The reduction of signal strength is due to 

higher attenuation at the earth-ionosphere wave guide. 

The variations in signal amplitude due to solar flares 

during the occurrence of lightning, electron density 

perturbation in the lower ionosphere cannot affect the 

decrease in daily mean amplitude and these are 

neglected in comparison to earthquake associated 

effects. Storm effects on VLF propagation show some 

decrease of the VLF phase and amplitude at nighttime 

during the main phase of storm. The parameters, eg, 

surface temperature; radon emanation may influence 

the conductivity of the lower ionosphere leading to the 

modification of atmospheric electric field. 

In the seismoactive region surrounding the place of 

occurrences of the earthquakes at Haiti (Lat. 18.4080 

N, Long. 73.4750 W), because of lithosphere-

ionosphere coupling and perturbation of temperature 

on the earth’s surface, the atmospheric medium is 

further excited that move towards the ionosphere. By 
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this, electromagnetic emissions from lithosphere 

propagate upwards modifying the ionosphere.  

Various features are observed from the continuous 

records of VLF sferics at 9 kHz near Kolkata. Spiky 

variations at 9 kHz records are noticed during the 

occurrences of the earthquakes on August 14, 2021 

having magnitudes M=7.2 with 10 K.m. depth at the 

epicenter. Fig. 1 shows the time series graph of sferics 

on April 01, 2021 at 9 kHz recorded at Kolkata in a 

normal day where no spiky variations are observed. 

The normal day means meteorologically and 

geophysically clear day and there is no occurrence of 

any earthquake having M>5. The figure shows the 

diurnal variations with sunrise and sunset effects. The 

commencement time of spikes is several hours earlier 

than the commencement of the earthquakes or around 

the time of their occurrences. The number of spikes 

per hour, i.e., the intensity of spikes varies with the 

earthquake. The spiky variations for the strong 

earthquake have been considered for analyses during 

August 7 – August 21, 2021. 

 
Fig.1: Normal day record of 9 kHz sferics signal 

observed near Kolkata of April 01, 2021, a 

meteorologically clear day. 

Figure 2 represents the time-series graphs of amplitude 

of 9 kHz signals at different dates before and after the 

day of occurrence of the earthquake. It is seen that the 

commencement of spike events occurs some days 

prior to the strong earthquake and then decrease 

gradually. The variation in spike heights and the 

variation of total number of spikes per hour increase 

with the approach of the day of occurrence and 

reached their maximum values.  

 
Fig.2: Diurnal variation of 9 kHz sferics signal 

observed near Kolkata. 

The variations gradually reduce during the post 

earthquake period and finally ceased. In the time scale, 

the spikes occurred in the duration of the order of a 

few minutes. The experimental site is situated at a 

distance of 70 km from Kolkata, free from big and 

small industries, and dense locality. So, the 

occurrences of man-made and other industrial noises 

were absent. The power supply system for the receiver 

is thoroughly checked and no fault or any leakage was 

detected. So, the nature of the spikes does not depend 

on any of those causes. Also, the nature of the spikes 

and their characteristic separations are completely 

different from the local thunderstorm transient 

variations or from any other effects, e.g., solar flare, 

meteor shower, geomagnetic storms (De et al., 2010). 

Total number of spikes per hour as observed during 

the month of August, 2021 for 7 days are represented 

by bar diagram in Fig. 3. The amplitude is maximum 

for the earthquake with large M value. The bars with 
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different heights indicate the precursory and post 

seismic effects. The diurnal pattern observed in Fig. 1 

is absent in the records of the earthquake occurrence 

dates (Fig. 2). 

 
Fig.3: Variation of number of spike per hour on 9 

kHz due to strong earthquakes. 

 

III. CONCLUSION 

 

Some characteristic features of large earthquake have 

been analyzed from the recorded data. Some of their 

aspects are shown in Fig. 2. The night time intensity 

and the number of occurrence of spikes are found to 

be much higher than the day time (Kumar et al., 2013). 

The signal is characterized by spiky variations 

commencing several hours prior to the occurrence of 

earthquake. The nearer the epicenters from the 

receiver, the higher is the amplitudes of spikes. The 

amplitude of spikes is very much dependent on the 

magnitude of the earthquake. 

During any large earthquake, there will be coupling 

between lithosphere–atmosphere and ionosphere 

through some probable channels, e.g., chemical 

channel, acoustic channel and electromagnetic (EM) 

channel. From chemical channel, there will be water 

elevation, gas emanation/radon emanation, changes in 

geophysical parameters which introduce 

chemical/conductivity changes in air resulting in a 

modification of the atmospheric electric field 

perturbing the plasma density in the ionosphere. 

Acoustic channel introduces excitation of atmospheric 

oscillations that propagate up to the ionosphere 

thereby modifying the ionospheric density. EM 

channel is supposed to introduce VLF emission, 

ionizations, electric charge redistribution above the 

surface of the earth by which anomalous electric field 

would be generated producing large-scale 

irregularities. Anomalous field propagates into the 

inner magnetosphere and interacts with energetic 

particles. These particles precipitate into the lower 

ionosphere initiating direct heating, liberation of exo-

electrons, and/or ionization of the ionosphere by 

seismo-ELF–VLF waves. These are detected as 

precursors of any vast earthquake of large M-value.  

Although any quantitative relation between the 

observed signals and the earthquake source parameters 

are lacking (Pham and Geller 2002), the claim of 

background noise also fails to comply with the time-

series records of any observed signals during the 

occurrence of large earthquake. 
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